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0. Introduction

Some physically and/or biologically interesting mathematical models are:

(a) The Gross-Pitaevski equation,

d2φ

dt2
− φ+ φ3 = V (t)φ, lim

|t|→∞
|φ(t)| = 0,

is a model used in the study of Bose-Einstein condensates (see [9, 10, 13] and the references
therein). Here φ(·) represents the wavefunction of the condensate, and V (·) represents the applied
external potential. The ”boundary condition” guarantees that the condensate is localized, i.e.,
experimentally realizable.

(b) Lotka-Volterra competition model:

dN1

dt
= r1N1(1−N1/K1)− b1N1N2,

dN2

dt
= r2N2(1−N2/K2)− b2N1N2.

Here Ki represents the carrying capacity of the environment for species Ni in the absence of
competition, and bi reflects the competition between the two species.

(c) Firefly’s flashing rhythm:
dθ
dt

= ω +A sin(α− θ),
dα
dt

= Ω.

Here θ represents the phase of the firefly’s rhythm, A is the firefly’s ability to modify its frequency,
and α is the periodic stimulus.

Different questions can be asked for each model. For example, when considering the Lotka-Volterra model,
one can ask:

(a) does one species wipe out the other?

(b) if not, in which manner do the two species coexist - relatively constant populations, or populations
which periodically fluctuate?

The purpose of this course is to acquire and develop the mathematical tools that will allow you to begin to
analyze models such as the above. In the remainder of this section we will quickly review the material that
you (should) have learned in your undergraduate course in Ordinary Differential Equations (e.g., see [1]), as
well as your introductory course in real analysis (e.g., see [2]).

0.1. Notation and introductory definitions

Definition 0.1. A norm | · | : Rn 7→ R satisfies

(a) |x + y | ≤ |x |+ |y |
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(b) |cx | = |c| |x | for all c ∈ R

(c) |x | ≥ 0, and equality occurs only if x = 0

Definition 0.2. Let x = (x1, . . . , xn)T ∈ Rn. A norm is given by

|x | :=
n∑
i=1

|xi|.

Let A ∈ Rn×n. The norm of A is given by

|A| := sup{|Ax | : |x | = 1} =
n∑

i,j=1

|aij |.

Remark 0.3. One has that:

(a) More generally, a norm can be defined by

|x |p := (
n∑
i=1

|xi|p)1/p.

It can be shown that each of these norms are equivalent, i.e., given a 1 ≤ p, q ≤ ∞, one has that
there are positive constants c1 and c2 such that

c1|x |q ≤ |x |p ≤ c2|x |q.

For example,
|x |2 ≤ |x |1 ≤

√
n|x |2.

Thus, the choice of the norm is not important.

(b) |Ax | ≤ |A| |x |.

Definition 0.4. Given an x 0 ∈ Rn and γ > 0, define

B(x 0, γ) := {x ∈ Rn : |x − x 0| < γ}, B(x 0, γ) := {x ∈ Rn : |x − x 0| ≤ γ}.

Regarding calculus for vectors, we write:

(a)
∫

x (t) dt = (
∫
x1(t) dt, . . . ,

∫
xn(t) dt)T

(b) dx/dt = (dx1/dt, . . . ,dxn/dt)T

Definition 0.5. Let G ⊂ R× Rn be open, and let f : G 7→ Rn be continuously differentiable. The matrix
Df := ∂f /∂x ∈ Rn×n satisfies

(Df )ij =
∂fi
∂xj

.

Definition 0.6. Let f : G 7→ Rn be continuous. An ordinary differential equation (ODE) is of the form

ẋ = f (t,x ), ˙ :=
d
dt
.

The function x = φ(t) solves the ODE on an open interval I ⊂ R if φ : I 7→ Rn is continuously differentiable
with φ̇ = f (t, φ).
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Remark 0.7. Consider the second-order scalar equation

ÿ + y − y2 = sin t.

Upon setting x1 := y, x2 := ẏ, one gets the first-order system

ẋ1 = x2, ẋ2 = −x1 + x2
1 + sin t,

i.e.,
ẋ = f (t,x ),

where

x :=
(
x1

x2

)
, f (t,x ) :=

(
x2

−x1 + x2
1 + sin t

)
.

This trick can be used to transform a scalar equation of order n to a first-order system with n equations.

0.2. Solving linear systems

Now let us refresh our memories as to how one can explicitly solve linear ODEs of the form

ẋ = Ax , (0.1)

where A ∈ Rn×n. Substituting
x := eλtv (0.2)

into equation (0.1) yields
(A− λ1)v = 0 .

In the above the vector v is known as the eigenvector, and the corresponding eigenvalue λ is found by solving
the characteristic equation

det(A− λ1) = 0.

If λ ∈ R, then the solution with real-valued components is given in equation (0.2). If λ ∈ C, i.e., λ = a+ ib,
then the corresponding eigenvector is given by v = p+iq , where v , q ∈ Rn, and the two linearly independent
solutions with real-valued components are given by

x 1 = eat (cos(bt)p − sin(bt)q) , x 2 = eat (sin(bt)p + cos(bt)q) .

If the eigenvalues are simple, then one can find n linearly independent solutions x 1, . . . ,xn via the manner
proscribed above, and the general solution is then given by

x = c1x 1 + · · ·+ cnxn,

where cj ∈ R for j = 1, . . . , n.

0.3. The phase plane for linear systems

Now suppose that n = 2. The eigenvalues are zeros of the characteristic equation

λ2 − trace(A)λ+ det(A) = 0,

i.e.,

λ = λ± :=
1
2

(
trace(A)±

√
trace(A)2 − 4 det(A)

)
.
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0.3.1. Real eigenvalues

First suppose that trace(A)2 > 4 det(A), so that λ− < λ+ ∈ R. When graphing trajectories, we will use
the fact that the line in the xy-plane through the origin parallel to the vector

v =
(

c
d

)
is given by

y =
d

c
x.

If det(A) < 0, then λ− < 0 < λ+, and the critical point x = 0 is known as an unstable saddle point.
For example, suppose that

A =
(

3 5
−2 −4

)
. (0.3)

The eigenvalues and associated eigenvectors are given by

λ− = −2, v1 =
(
−1

1

)
; λ+ = 1, v2 =

(
−5

2

)
,

so that the general solution is given by

x (t) = c1e−2t

(
−1

1

)
+ c2et

(
−5

2

)
.

When c2 = 0 the solutions are restricted to the line y = −x; furthermore, any solution on this line goes to
the origin exponentially fast. When c1 = 0 the solutions are restricted to the line y = −2/5x; furthermore,
any solution on this line goes grows large exponentially fast. Sample trajectories are given below:

±2

±1

1

2

±2 ±1 1 2

Figure 1: The phase portrait for equation (0.3).

If det(A) > 0, then sign(λ±) = sign(trace(A)), which implies that if trace(A) < 0, then x = 0 is a stable
node. For example, suppose that

A =
(

3 5
−4 −6

)
. (0.4)

The eigenvalues and associated eigenvectors are given by

λ− = −2, v1 =
(
−1

1

)
; λ+ = −1, v2 =

(
−5

4

)
,
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so that the general solution is given by

x (t) = c1e−2t

(
−1

1

)
+ c2e−t

(
−5

4

)
.

When c2 = 0 the solutions are restricted to the line y = −x; furthermore, any solution on this line goes to
the origin exponentially fast. When c1 = 0 the solutions are restricted to the line y = −4/5x; furthermore,
any solution on this line also goes to the origin exponentially fast. Sample trajectories are given below:

±2

±1

1

2

±2 ±1 1 2

Figure 2: The phase portrait for equation (0.4).

On the other hand, if trace(A) > 0, then x = 0 is an unstable node. For example, suppose that

A =
(
−3 5
−4 6

)
. (0.5)

The eigenvalues and associated eigenvectors are given by

λ− = 1, v2 =
(

5
4

)
; λ+ = 2, v1 =

(
1
1

)
,

so that the general solution is given by

x (t) = c1e−2t

(
1
1

)
+ c2e−t

(
5
4

)
.

When c2 = 0 the solutions are restricted to the line y = x; furthermore, any solution on this line grows large
exponentially fast. When c1 = 0 the solutions are restricted to the line y = 4/5x; furthermore, any solution
on this line also grows large exponentially fast. Sample trajectories are given below:
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±2

±1

1

2

±2 ±1 1 2

Figure 3: The phase portrait for equation (0.5).

0.3.2. Complex eigenvalues

If trace(A)2 < 4 det(A), i.e.,
λ± = α± iβ ∈ C, β ∈ R+,

then it turns out to be the case that through a clever change of variables the system in equation (0.1) is
equivalent to

ẏ = By , B :=
(
α −β
β α

)
. (0.6)

We will now study equation (0.6) in coordinates, i.e.,

ẏ1 = αy1 − βy2

ẏ2 = βy1 + αy2.

Upon using polar coordinates, i.e., setting

y1 = r cos θ, y2 = r sin θ.

and using implicit differentiation,

ẏ1 = ṙ cos θ − rθ̇ sin θ, ẏ2 = ṙ sin θ + rθ̇ cos θ,

it is seen that
ṙ = ẏ1 cos θ + ẏ2 sin θ, rθ̇ = −ẏ1 sin θ + ẏ2 cos θ.

Simplifying the above yields
ṙ = αr, θ̇ = β,

i.e.,
r(t) = r(0)eαt, θ(t) = βt+ θ(0).

Thus, the solution to equation (0.6) is given by

y1(t) = r(0)eαt cos(βt+ θ(0)), y2(t) = r(0)eαt sin(βt+ θ(0)),

where

r(0) =
√
y1(0)2 + y2(0)2, tan θ(0) =

y2(0)
y1(0)

.

The form of the solution guarantees that the trajectories will spiral about the origin. If α > 0, i.e.,
trace(A) > 0, then the solutions will spiral away from the origin exponentially fast; in this case, the origin
is an unstable spiral point. A sample trajectory is given below:
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±2

±1

1

2

±2 ±1 1 2

Figure 4: The origin is an unstable spiral point.

If α < 0, i.e., trace(A) < 0, the solutions will spiral towards the origin exponentially fast; in this case, the
origin is a stable spiral point. A sample trajectory is given below:

±2

±1

1

2

±2 ±1 1 2

Figure 5: The origin is a stable spiral point.

Finally, if α = 0, i.e., trace(A) = 0, the trajectories will be closed; in this case, the origin is a center. A
sample trajectory is given below:

±2

±1

1

2

±2 ±1 1 2

Figure 6: The origin is a center.
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The last item to be determined is the direction of spiralling - is it counterclockwise or clockwise? The
answer, of course, depends on the particular problem. One strategy which will help in answering the question
is illustrated in the following example. Suppose that

A =
(
−1 −4

1 −1

)
.

The eigenvalues are λ± = −1± 2i, so that the origin is a stable spiral point. Write the system as

ẋ = −x− 4y
ẏ = x− y.

(0.7)

On the half-line x = 0 and y > 0 the vector field satisfies

ẋ = −4y < 0.

As a consequence, x(t) is decreasing whenever the trajectory hits this line, which implies that the motion is
counterclockwise. A sample trajectory is given below.

±2

±1

1

2

±2 ±1 1 2

Figure 7: The phase portrait for equation (0.7).

Remark 0.8. If ẋ > 0 on the half-line x = 0 and y > 0, then the motion will be clockwise.

0.3.3. Classification of the critical point

As it can be seen in the examples, the stability of the critical point depends upon the sign of the
eigenvalues. The following table summarizes the above discussion:

Eigenvalues Type of Critical Point
λ1, λ2 > 0 Unstable node
λ1, λ2 < 0 Stable node
λ1 < 0 < λ2 Unstable saddle point
λ = α± iβ, α ∈ R+ Unstable spiral point
λ = α± iβ, α ∈ R− Stable spiral point
λ = ±iβ Linear center

0.4. The phase plane for conservative nonlinear systems

Finally, let us briefly discuss phase portraits for planar vector fields, i.e., the graphical representation of
solution curves to

ẋ = f (x ), x ∈ R2. (0.8)
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For equation (0.8) suppose that E : R2 7→ R is a first integral, i.e., along trajectories

d
dt
E = ∇E(x ) · ẋ = 0.

One then has that E(x (t)) = E(x 0) for all t ∈ R; hence, solutions reside on level curves, and the set of all
level curves gives all of the trajectories.

For example, if
f (x ) = (x2,−g(x1))T,

which arises when equation (0.8) is equivalent to the second-order problem

ẍ+ g(x) = 0,

then
E(x ) =

1
2
x2

2 +
∫ x1

0

g(s) ds

is a first integral. Here the functional E represents the total energy for the conservative physical system.
When considering the pendulum equation, i.e., g(x) = sinx, one has that

E(x ) =
1
2
x2

2 +
∫ x1

0

sin sds.

In this case if E(x ) < 2, then the solution is periodic.
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1. Existence and uniqueness

Consider the initial value problem (IVP)

ẋ = f (t,x ), x (t0) = x 0, (1.1)

where f is continuous on an open set G with (t0,x 0) ∈ G. When considering the nonautonomous equa-
tion (1.1), one can make it autonomous by rewriting it as

dx
ds

= f (t,x ),
dt
ds

= 1; (x (0), t(0)) = (x 0, t0),

i.e.,
ẏ = g(y), y(0) = y0; y = (x , t), g(y) = (f (t,x ), 1).

Hence, without loss of generality one can consider the IVP

ẋ = f (x ), x (0) = x 0, (1.2)

where f : G ⊂ Rn 7→ Rn is continuous. From this point forward, it will be assumed that the ODE under
consideration is autonomous and given by equation (1.2).

1.1. Existence

Theorem 1.1 (Peano’s Existence Theorem). Let x 0 ∈ G be given. There is a δ > 0 and a function x (t)
defined on I = (−δ, δ) which solves equation (1.2).

Remark 1.2. The solution may not be unique; for example, consider ẋ =
√
|x|, x(0) = 0, which has the

family of solutions x(t) = xa(t), where a ∈ R+ and

xa(t) :=

{
0, 0 ≤ t ≤ a
1
4 (t− a)2, a ≤ t.

1.1.1. Proof by successive approximations

Herein an additional assumption on f will be made; precisely, that f is uniformly Lipschitz continuous
on G (see Definition 1.14). This is for technical reasons only, and as it is seen in Section 1.1.2, it can be
removed with a different method of proof of Theorem 1.1.

Let γ > 0 be chosen so that B(x 0, γ) ⊂ G. Since f is continuous, there is a C > 0 such that |f (x )| < C
for x ∈ B(x 0, γ). Set x 0(t) ≡ x 0, and for a given n ∈ N and for j = 1, . . . , n define the sequence {x j(t)} via

x j+1(t) = x 0 +
∫ t

0

f (x j(s)) ds. (1.3)

Note that x j(0) ∈ B(x 0, γ) for each j. Since f is uniformly bounded, one has that

|x j+1(t)− x 0| ≤
∫ |t|

0

|f (x j(s))|ds < C|t|; (1.4)

thus, for |t| ≤ δ := γ/C one has that x j(t) ∈ B(x 0, γ). Furthermore, since f is continuous one has that each
x j(t) is continuous on [−δ, δ].

It will now be shown by induction that

|x j+1(t)− x j(t)| ≤
CKj |t|j+1

(j + 1)!
, j ∈ N0, (1.5)
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where K is the Lipschitz constant for f . Now, by equation (1.4) one has that equation (1.5) holds for j = 0.
Assume that it holds for j = 0, . . . , n. By equation (1.3) one has that for n ≥ 1,

xn+1(t)− xn(t) =
∫ t

0

[f (xn(s))− f (xn−1(s))] ds.

Since f is Lipschitz this then implies that

|xn+1(t)− xn(t)| ≤ K

∫ |t|

0

|xn(s))− xn−1(s)|ds,

which by equation (1.5) with j = n− 1 further yields that

|xn+1(t)− xn(t)| ≤
CKn

n!

∫ |t|

0

sn ds.

Hence, equation (1.5) holds.
Now set

x (t) := x 0 +
+∞∑
j=0

[x j+1(t)− x j(t)].

As a consequence of equation (1.5) the infinite sum is uniformly convergent, and since each term is continuous,
this then implies that x (t) is continuous on [−δ, δ]. Since the sum is telescoping, one actually has that

x (t) = lim
j→+∞

x j(t),

with the limit being uniform on [−δ, δ]. Since f is uniformly Lipschitz continuous one has that f (x j(t)) →
f (x (t)) uniformly on [−δ, δ]. Hence, from equation (1.3) one can conclude that

x (t) = x 0 +
∫ t

0

f (x (s)) ds, −δ ≤ t ≤ δ. (1.6)

The right-hand side of equation (1.6) is differentiable on (−δ, δ); hence, upon differentiating one has
that ẋ = f (x ). The solution x also clearly satisfies x (0) = x 0. In conclusion, one has that the solution to
equation (1.6) satisfies equation (1.2). Note that as a consequence of the discussion leading to equation (1.6),
one has the following result.
Corollary 1.3. x (t) solves equation (1.2) if and only if x (t) solves the integral equation equation (1.6).

1.1.2. Proof by polygonal approximations

Euler’s method (a numerical method of O(h)) is given by

xn+1(t) = xn(tn) + (t− tn)f (xn), tn+1 = tn + h, t ∈ [tn, tn+1].

One can define a continuous piecewise linear function via

x (t;h) = xk(t), t ∈ [tk, tk+1].

The goal herein is to show that under the appropriate assumptions on the vector field Euler’s method
converges to a solution of equation (1.1), i.e., that there exists a sequence {hj} with hj → 0+ as j → +∞
such that limj→+∞ x (t;hj) is a solution to equation (1.1).
Definition 1.4. Let {xk(t)}k∈N be a family of functions defined on I := (a, b). The sequence converges
uniformly to x (t) if for every ε > 0 there is an N(ε) such that |xk(t)− x (t)| < ε for k > N and t ∈ I.
Proposition 1.5. If the functions xk(t) are continuous, then x (t) is continuous.
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Definition 1.6. The sequence {xk(t)} is equicontinuous on I if for every ε > 0 there is a δ(ε) > 0 such that
|xk(t)− xk(s)| < ε if |t− s| < δ for all s, t ∈ I and k ∈ N.
Definition 1.7. The sequence {xk(t)} is uniformly bounded if |xk(t)| < M for all t ∈ I and k ∈ N.
Theorem 1.8 (Arzela-Ascoli Theorem). If {xk(t)} is an equicontinuous, uniformly bounded sequence of
functions on I, then there is a subsequence {xkj

(t)} which converges uniformly to x (t) on I.

Remark 1.9. It is not necessarily true that xk(t) → x (t) as k → +∞; furthermore, different subsequences
may converge to different functions.

Proof: The proof will take place in 6 steps.
I. For δ > 0 given, subdivide [0, δ] into n equal subintervals 0 = t0 < t1 < · · · < tn = δ, so that

tk+1 − tk = δ/n := hn. Set

xk+1(t) = xk(tk) + (t− tk)f (xk(tk)), t ∈ [tk, tk+1],

and define x (t;hn) = xk+1(t) for t ∈ [tk, tk+1]. Note that x (t;hn) is piecewise linear and continuous. In all
that follows, for k = 0, . . . , n− 1 define xk := x (tk;hn).

It must now be shown that by making δ sufficiently small, x (t;hn) ∈ G for all n. Let γ > 0 be chosen so
that B(x 0, γ) ⊂ G. Since f is continuous, there is a C > 0 such that |f (x )| < C for x ∈ B(x 0, γ). Thus, for
t ∈ [0, t1],

|x (t;hn)− x 0| = t|f (x 0)| < Chn =
Cδ

n
.

Assuming that Cδ < γ (the smallness condition on δ), one then has that |x (t1;hn) − x 0| < γ/n, so that
x 1 ∈ B(x 0, γ). Similarly, for t ∈ [t1, t2] one has

|x (t;hn)− x 1| < (t− t1)C ≤ Chn <
γ

n
,

so that x 2 satisfies |x 2 − x 1| < γ/n. Thus,

|x 2 − x 0| ≤ |x 2 − x 1|+ |x 1 − x 0| <
2γ
n
,

i.e., x 2 ∈ B(x 0, γ). Continuing in this manner it is seen that for t ∈ [tj , tj+1], j = 0, . . . , n− 1,

|x (t;hn)− x 0| <
(j + 1)γ

n
≤ γ,

so that x (t;hn) ∈ B(x 0, γ) for all t ∈ [0, δ].
II. Since |x (t;hn) − x 0| < γ for t ∈ [0, δ], one has that |x (t;hn)| < |x 0| + γ. Hence, the sequence

{x (t;hn)} is uniformly bounded.
III. It must now be shown that {x (t;hn)} is equicontinuous, so we need to estimate |x (t;hn)−x (s;hn)|.

Assume that s < t, and further assume that they do not occupy the same subinterval. There is an i, j such
that

ti−1 < s ≤ ti < ti+1 < · · · < tj ≤ t < tj+1.

Now,
x (t;hn) = x j + (t− tj)f (x j), x (s;hn) = x i−1 + (s− ti−1)f (x i−1),

and since x i = x i−1 + (ti − ti−1)f (x i−1), one has that

x (s;hn) = x i + (s− ti)f (x i−1).

Now,
x (t;hn)− x (s;hn) = x (t;hn)− x j + (x j − x j−1) + · · ·+ (x i+1 − x i) + x i − x (s;hn),

so the identity xk+1 − xk = hnf(xk) yields

x (t;hn)− x (s;hn) = (t− tj)f (x j) + (ti − s)f (x i−1) + hn

j−1∑
k=i

f (xk). (1.7)
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Since |f (x )| < C for x ∈ B(x 0, γ), this yields

|x (t;hn)− x (s;hn)| < [(t− tj) + (ti − s) + (j − i)hn]C
< C(t− s).

IV. By the Arzela-Ascoli Theorem there is a subsequence {x (t;hnk
)} which is continuous and converges

to a continuous x (t) for t ∈ [0, δ]. Furthermore, since x (0;hn) = x 0 for all n, one has that x (0) = x 0.
V. Without loss of generality, suppose that the full sequence converges to x (t). A careful examination

of the sequence reveals that for t ∈ [tk, tk+1),

x (t;hn) = x 0 + (t− tk)f (xk) + hn

k−1∑
j=0

f (x j),

where x j = x (tj ;hn). Since the sequence converges uniformly to x (t), and since f is continuous, upon taking
the limit it is seen that x (t) solves the integral equation

x (t) = x 0 +
∫ t

0

f (x (s)) ds. (1.8)

Since f (x (t)) is continuous, the right-hand side is differentiable; hence, x (t) is differentiable. Taking the
derivative yields

ẋ (t) = f (x (t)), x (0) = x 0,

i.e., x solves equation (1.2).
VI. We need to get a solution on [−δ, δ]. Set s = −t, and consider

dy
ds

= −f (y(s)).

If a solution y(s) exists, then x (t) = y(−s) is a solution to the original ODE, as

dx
dt

= −dy
ds

= f (y(s)) = f (y(−t)) = f (x (t)).

Thus, by the previous steps we have a continuous solution defined on [−δ, δ], and with it being differentiable
on (−δ, δ)\{0}. We need to show that ẋ (0) = f (x 0). The argument in V. can be used to show that x (t) is
differentiable from the right at t = 0, with the right-hand derivative being f (x 0). Similarly, the left-hand
derivative will be f (x 0). The proof is now complete.

Remark 1.10. As a consequence of the discussion leading to equation (1.8), one again has Corollary 1.3.

1.2. Uniqueness

Now that it is known that equation (1.2) has a solution (given in equation (1.6)), it is necessary to
determine the conditions under which it is unique. Afterwards, we must then understand how the maximal
interval of existence can be determined. The following lemma will be crucial in answering these questions.
Lemma 1.11 (Gronwall’s inequality). Suppose that a < b, and let α, β, ψ be nonnegative continuous
functions defined on [a, b]. Furthermore, suppose that either α is constant, or α is differential on (a, b) with
α̇ > 0. If

β(t) ≤ α(t) +
∫ t

a

ψ(s)β(s) ds, t ∈ [a, b],

then
β(t) ≤ α(t)e

∫ t
a
ψ(s) ds, t ∈ [a, b].

Proof: See [17, Theorem 1.1.2] or [8, Theorem III.1.1].
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Theorem 1.12 (Taylor’s theorem). Let U ⊂ Rn, V ⊂ Rm be open. If f : U 7→ V is C1 and x + th ∈ U
for all t ∈ [0, 1], then

f (x + h)− f (x ) =
(∫ 1

0

Df (x + th) dt
)

h .

Corollary 1.13. If f : U 7→ V is C1 and x + th ∈ U for all t ∈ [0, 1], then one has the estimate

|f (x + h)− f (x )| ≤ C|h |,

where
C := sup

t∈[0,1]

|Df(x + th)|.

Definition 1.14. f : U 7→ V is Lipschitz if there exists an L > 0 such that |f (x ) − f (y)| ≤ L|x − y | for
all x ,y ∈ U . f is locally Lipschitz if for each x 0 ∈ U and each ε > 0 such that B(x 0, ε) ⊂ U there is an Lε
such that if x ,y ∈ B(x 0, ε), then |f (x )− f (y)| ≤ Lε|x − y |.

As a consequence of Corollary 1.13 one has the following result.
Proposition 1.15. If f : U 7→ V is C1, then f is locally Lipschitz.

It is clear that if f is locally Lipschitz, then f is continuous. Hence, as a consequence of Theorem 1.1 if
f is locally Lipschitz there exists a solution to equation (1.2). As it will be seen below, the mild restriction
of f being locally Lipschitz, instead of merely being continuous, actually yields more than simple existence.
Theorem 1.16 (Uniqueness theorem). If f is locally Lipschitz, then the solution to equation (1.2) is unique.

Proof: Since f is locally Lipschitz, f is continuous; hence, by Peano’s Theorem 1.1 there is a solution. Any
solution satisfies the integral equation

x (t) = x 0 +
∫ t

0

f (x (s)) ds.

Suppose there are two solutions, x 1 and x 2. One has that

x 2(t)− x 1(t) =
∫ t

0

(f (x 2(s))− f (x 1(s))) ds.

Since f is locally Lipschitz, there is an L > 0 and ε > 0 such that as long as x 1(t),x 2(t) ∈ B(x 0, ε), then
|f (x 2(s)) − f (x 1(s))| ≤ L|x 2(s) − x 1(s)|. By Theorem 1.1 there is a δ > 0 such that this condition holds
for t ∈ (−δ, δ). One then has that

|x 2(t)− x 1(t)| ≤ L

∫ t

0

|x 2(s)− x 1(s)|ds.

By Lemma 1.11 this yields
|x 2(t)− x 1(t)| ≤ 0 · eLt;

hence, x 1(t) = x 2(t) for all t.

1.3. Continuity with respect to initial data

The following result indicates that under the assumption leading to unique solutions, the solution set is
continuous with respect to variations in the initial data.
Theorem 1.17 (Continuity with respect to initial conditions). Suppose that f is locally Lipschitz. Consider
the two initial value problems

ẋ = f (x ), x (0) = a ; ẋ = f (x ), x (0) = a + h .

Denote the solutions by x 0(t) and x h(t), respectively. For each ε > 0 there is a δ > 0 and Lε > 0 such that
for |h | < ε one has

|x 0(t)− x h(t)| ≤ εeLεt

for all t ∈ (−δ, δ).
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Proof: Similar to that for Theorem 1.16.

Regarding unique solutions to equation (1.2), one has the following useful properties.
Lemma 1.18. Denote the solution to equation (1.2) by φ(t;x0). For any fixed t0 ∈ R,

φ(t;x0) = φ(t− t0;φ(t0;x0)).

Proof: Set s = t− t0, so that
d
dt

=
d
ds

;

hence, the form of equation (1.2) does not change, so that both φ(t;x0) and φ(t− t0;φ(t0;x0)) are solutions.
Since φ(0;x0) = φ(−t0;φ(t0;x0)), by uniqueness they must be on the same trajectory.

Corollary 1.19. Suppose that there is a T > 0 such that the solution satisfies φ(T ) = x0 with φ(t) 6= x0

for all 0 < t < T . Then φ(t+ T ) = φ(t) for all t > 0, i.e., φ(t) is a periodic orbit.

Proof: By Lemma 1.18 the solution satisfies

φ(t;x0) = φ(t− T ;φ(T ;x0)) = φ(t− T ;x0).

1.4. Extensibility

Suppose that in equation (1.2) that f is C1 on the open set G. Denote the unique solution by φ(t), and
suppose that J := (α, β) is the maximal interval of existence. We must now understand what happens to
the solution as t→ α+ and t→ β−.
Theorem 1.20 (Extensibility theorem). For each compact set K ⊂ G there is a t ∈ J such that φ(t) /∈ K;
thus,

lim
t→β−

φ(t) ∈ ∂G, lim
t→α+

φ(t) ∈ ∂G.

In particular, if G = Rn, then
lim
t→β−

|φ(t)| = lim
t→α+

|φ(t)| = +∞.

Proof: Suppose that there is a compact set K ⊂ G such that φ(t) ∈ K for all t ∈ J . Since [0, β] × K is
compact, there is an M > 0 such that |f (x )| ≤M for all (t,x ) ∈ [0, β]×K. Let s1, s2 ∈ [0, β) be chosen so
that s1 < s2. One has that

|φ(s2)− φ(s1)| ≤
∫ s2

s1

|f (φ(s))|ds ≤M |s2 − s1|;

hence, φ is uniformly continuous on [0, β). As a consequence, φ(t) extends continuously to [0, β]; in particular,
φ(β) = limt→β− φ(t) exists, and

φ(t) = x 0 +
∫ t

0

f (φ(s)) ds, t ∈ [0, β].

Now consider the IVP
ẋ = f (x ), x (β) = φ(β).

Since K ⊂ G, there is a δ > 0 such that a solution is defined on the interval (β − δ, β + δ). Denote this
solution by ψ(t), and note that by uniqueness ψ(t) = φ(t) for t ∈ (β − δ, β]. Set

γ(t) =

{
φ(t), t ∈ [0, β)
ψ(t), t ∈ [β, β + δ).

It is easy to check that γ(t) solves the original IVP on the interval [0, β + δ). Hence, the interval J is not
maximal.
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Finally reconsider the result of Theorem 1.20 in the case that G = Rn. As a consequence of the next
result, it can be assumed for theoretical purposes that in this situation the solution to equation (1.2) exists
for all time.

Corollary 1.21. Without loss of generality, if f : Rn 7→ Rn is continuous, then solutions to equation (1.2)
exist for all t ∈ R.

Proof: Let g : G ⊂ Rn 7→ R+ be smooth. It will first be shown that the trajectories to ẋ = f (x ) are the
same as those to x ′ = g(x )f (x ). Let φ(t) be a solution to ẋ = f (x ). Set

r(t) :=
∫ t

0

ds
g(φ(s))

,

so that ṙ = 1/g(φ(t)) > 0. By the chain rule,

dx
dt

=
dx
dr

dr
dt

=
1
g

dx
dr
,

so that

ẋ = f (x ) ⇐⇒ dx
dr

= g(x )f (x ).

Thus, φ(r) is a solution to x ′ = g(x )f (x ).
In particular, set g(x ) := 1/(1 + |f (x )|2) ≤ 1. By Corollary 1.3 the solution to x ′ = g(x )f (x ) is given

by

φ(t) = x 0 +
∫ t

0

f (φ(s))
1 + |f (φ(s))|2

ds,

which yields the estimate

|φ(t)| ≤ |x 0|+
∫ t

0

1 ds = |x 0|+ |t|.

By Theorem 1.20 the solution then exists for all t ∈ R.

1.5. Examples

Herein a few examples are considered which illustrate the utility of the above theory.

Example. Suppose that f : Rn → Rn is Lipschitz with Lipschitz constant L. Since |f (x ) − f (0)| ≤ L|x |
implies that |f (x )| ≤ |f (0)|+ L|x |, a solution to equation (1.2) satisfies for t > 0,

|x (t)| ≤ |x 0|+
∫ t

0

|f (x (s))|ds ≤ |x 0|+ |f (0)|t+ L

∫ t

0

|x (s)|ds.

Applying Gronwall’s inequality implies that

|x (t)| ≤ (|x 0|+ |f (0)|t)eLt,

i.e., the solution is uniformly bounded on [0, T ] for any T > 0. Since T > 0 is arbitrary, the solution is
defined on [0,+∞). Reversing time and applying the same argument yields that the solution is defined on
(−∞,+∞).

In particular, when f is linear in x , i.e., f (t,x ) = A(t)x , then the result of Theorem 1.20 can be improved
via the above argument.

Corollary 1.22. Consider

ẋ = A(t)x , x (t0) = x 0,

where A(t) ∈ Rn×n is continuous on (a, b). If t0 ∈ (a, b), then there is a unique solution defined on (a, b).
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Proof: Let ε > 0 be given, and suppose that t0 ∈ (a+ ε, b− ε). The solution φ(t) satisfies

φ(t) = x 0 +
∫ t

t0

A(s)φ(s) ds.

Since A is continuous, there is an L > 0 such that |A(t)| ≤ L for all t ∈ [a+ ε, b− ε]. Thus, after applying
Gronwall’s inequality one gets

|φ(t)| ≤ |x 0|eL|t−t0|,

i.e., the solution is uniformly bounded on (a + ε, b − ε). By Theorem 1.20 the solution exists for all t ∈
[a+ ε, b− ε]. Since ε > 0 is arbitrary, the solution exists on (a, b).

Example. Consider
ẋ = h(t)g(x), x(t0) = x0,

where t0, x0 > 0 and g and h are positive C1 functions defined for t ≥ 0 and x > 0. Applying separation of
variables, the unique solution φ(t) satisfies∫ φ(t)

x0

dx
g(x)

=
∫ t

t0

h(s) ds.

Since h is continuous for t ≥ 0, one has that ∫ b

0

h(s) ds < +∞

for any b ≥ 0. Now assume that

lim
ε→0+

∫ 1

ε

dx
g(x)

= +∞. (1.9)

If limt→a+ φ(t) = 0 for some a ≥ 0, then

lim
t→a+

∫ φ(t)

x0

dx
g(x)

=
∫ a

t0

h(s) ds,

which is a contradiction. Hence, under the assumption given in equation (1.9) one has that limt→a+ φ(t) > 0
for any a ≥ 0, so that the solution exists for t ∈ [0, t0].
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2. Linear systems

In this section we will concerned with solving linear systems of the type

ẋ = A(t)x , (2.1)

where either A(t) ≡ A, A(t + T ) = A(t), or limt→+∞A(t) = A. These are the cases which arise most
frequently in applications. In general, a thorough understanding of the solution behavior to equation (2.1)
is necessary before attempting to understand

ẋ = A(t)x + f (t,x ) (2.2)

(see Lemma 2.4).

2.1. General results

Recall from Corollary 1.22 that if A(t) is is continuous on I := (a, b), and if t0 ∈ I, then for each x 0 ∈ Rn
a unique solution to equation (2.1) exists for all t ∈ I. A set of n linearly independent solutions, if it exists,
is called a fundamental set of solutions. Let e i ∈ Rn for i = 1, . . . , n denote the usual basis vectors. Pick
t0 ∈ I. By Corollary 1.22 one knows that for each i there exists a solution φi(t) defined on I such that
φi(t0) = e i. If there exist scalars a1, . . . , an such that

a1φ1(t) + · · ·+ anφn(t) ≡ 0 ,

then in particular one must have that
∑
i aie i = 0 . This is a contradiction; hence, the solutions are linearly

independent. If one sets
Φ(t) := (φ1(t) . . . φn(t)) ∈ Rn×n,

and notes that
Φ̇ = (φ̇1 . . . φ̇n) = (Aφ1 . . . Aφn) = AΦ,

one has that Φ is a matrix-valued solution to equation (2.1); furthermore, it satisfies the initial condition
Φ(t0) = 1. Such a matrix-valued solution to equation (2.1) is called the principal fundamental matrix
solution.

As a consequence of the above discussion we have the following representation for solutions to equa-
tion (2.1). The simple proof is left for the interested student.
Lemma 2.1. The solution to equation (2.1) is given by x (t) = Φ(t)x 0.

The next result gives the first useful property of fundamental matrix solutions (e.g., see [17, Theo-
rem 6.6]).
Lemma 2.2 (Liouville’s (Abel’s) formula). If Φ(t) is a fundamental matrix solution to equation (2.1), then

det(Φ(t)) = det(Φ(t0))e
∫ t

t0
trace(A(s)) ds

.

As a consequence of Abel’s formula, one has that if the fundamental matrix solution is nonsingular at
one point in time, then it is nonsingular as long as it is defined.
Corollary 2.3. Φ(t) is a fundamental matrix solution if and only if Φ(t0) is nonsingular.

Example. Let Φ(t) be the principle fundamental matrix solution to equation (2.1) at t = t0. Suppose that

lim
t→+∞

∫ t

t0

trace(A(s)) ds ≥ −M > −∞.

It will now be shown that there is at least one solution to equation (2.1) which is nonzero in the limit
t→ +∞. As a consequence of Liouville’s formula,

lim
t→+∞

det(Φ(t)) = lim
t→+∞

e
∫ t

t0
trace(A(s)) ds ≥ e−M .
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Suppose that for φi(t) := Φ(t)e i one has that limt→+∞ |φi(t)| = 0 for all i. This necessarily implies that
limt→+∞ det(Φ(t)) = 0, which is a contradiction. Hence, there exists a j such that limt→+∞ |φj(t)| 6= 0.
However, the converse is not true. Consider

A := diag(−2, 1).

Then
∫ t
0

trace(A(s)) ds = −t→ −∞; however, both solutions to equation (2.1) in this case do not approach
zero.

Now consider

Ψ(t) := Φ(t)B , (2.3)

where B ∈ Rn×n is constant and nonsingular. By the product rule,

d
dt

(ΦB) = Φ̇B = A(t)(ΦB);

hence, Ψ(t) is a matrix-valued solution to equation (2.1) which satisfies the initial condition x (t0) = B . Such
a solution is called a fundamental matrix solution. Note that as a consequence of the existence and uniqueness
theorems all nonsingular matrix-valued solutions to equation (2.1) are of the form given in equation (2.3).

Finally, and as expected, the solution to equation (2.1) is crucial in constructing solutions to equa-
tion (2.2). The result of Corollary 1.3 yields one solution formula; however, it ignores the effect that the
linear solution has on the nonlinear perturbation. The below result gives a formulation which is more
convenient in applications, and which will be used throughout this text.

Lemma 2.4 (Variation of constants formula). Consider

ẋ = A(t)x + f (t,x ), x (t0) = x 0.

If Φ(t) represents the principal fundamental matrix solution to equation (2.1), then the solution is given by

x (t) = Φ(t)x 0 + Φ(t)
∫ t

t0

Φ(s)−1f (s,x (s)) ds.

Proof: It is clear that x (t0) = x 0. Differentiating yields

ẋ (t) = Φ̇(t)x 0 + Φ̇(t)
∫ t

t0

Φ(s)−1f (s,x (s)) ds+ Φ(t)(Φ(t)−1f (t,x (t))

= A(t)Φ(t)(x 0 +
∫ t

t0

Φ(s)−1f (s,x (s)) ds) + f (t,x (t))

= A(t)x (t) + f (t,x (t)).

Remark 2.5. As a consequence of Lemma 2.4 and Gronwall’s inequality one may expect that a detailed
analysis of the solution behavior for equation (2.1) will yield definitive information regarding the solutions
to equation (2.2).

2.2. Equations with constant coefficients

In the previous subsection general results concerning solutions to equation (2.1) were given. However,
knowing that a solution exists is not generally sufficient when attempting to understand the solution behavior
to equation (2.2). In order to answer concrete questions associated with equation (2.2), it is necessary to
understand the solution behavior to equation (2.1) in great detail. This necessitates that one restrict the
form that A is allowed to take. In this subsection it will be assumed that A is actually a constant matrix.
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2.2.1. The fundamental matrix solution

Consider the partial sum

SN (t) :=
N∑
n=0

An t
n

n!
, N ∈ N0,

and note that SN (0) = 1 for each N ∈ N0. For each N one has that SN is smooth in t; furthermore, since
|AB | ≤ |A| |B | for A,B ∈ Rn×n, one has that for each n ∈ N,∣∣∣∣An t

n

n!

∣∣∣∣ ≤ |A|nT
n

n!
, |t| ≤ T,

which yields the estimate

|SN (t)| ≤
N∑
n=0

|A|n |t|
n

n!

≤
∞∑
n=0

|A|n |t|
n

n!

≤ e|A|T , |t| ≤ T.

(2.4)

In order to continue, the following version of the Weierstrass M -test is required.
Lemma 2.6 (Weierstrass M -test). Let SN : R 7→ Rn×n for N ∈ N0 be such that |SN (t)| ≤MT for |t| ≤ T .
The sequence {SN (t)} converges absolutely and uniformly for |t| ≤ T .

As a consequence of the Weierstrass M -test and the estimate in equation (2.4) one has that for each fixed
T ∈ R+ the partial sums SN (t) converge absolutely and uniformly for |t| ≤ T . Since T is arbitrary, the sums
converge for all t ∈ R. Furthermore, since each SN (t) is smooth, one has that the limit is continuous in t.
Definition 2.7. For A ∈ Rn×n set

eAt := lim
N→+∞

SN (t) =
∞∑
n=0

An t
n

n!
.

It will now be shown that in the case of constant matrices, eAt is a fundamental matrix solution to
equation (2.1). One has that for each N ∈ N0,

d
dt

SN (t) = ASN−1(t) = SN−1(t)A.

The right-hand side follows from the product rule and the fact that AAk = AkA for each k ∈ N0. By taking
the limit of N → +∞ and using the fact that the convergence is uniform one has that

d
dt

eAt = AeAt = eAtA.

Upon noting that eA·0 = 1 one has the following result.
Lemma 2.8. The principal fundamental matrix solution to ẋ = Ax at t = 0 is eAt.

It will now be shown that eAt satisfies the usual properties associated with the exponential function.
First, let s ∈ R be given, and consider the initial value problem

ẋ = Ax , x (0) = eAs.

As a consequence of Lemma 2.8 and the discussion in Section 2.1 one knows that the unique solution is given
by eAteAs. Now set Ψ(t) := eA(s+t), and note by the chain rule and Lemma 2.8 that

Ψ̇ = AΨ, Ψ(0) = eAs.
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By uniqueness one can then conclude that

eA(s+t) = eAteAs.

Upon switching s and t one then gets that

eA(s+t) = eA(t+s) = eAseAt;

hence,
eA(s+t) = eAteAs = eAseAt. (2.5)

Note that upon setting s = −t in equation (2.5) one gets that(
eAt

)−1
= e−At.

Now suppose that B ∈ Rn×n is such that AB = BA. One then has that BSN (t) = SN (t)B ; hence,
upon taking the limit one has BeAt = eAtB . By the product rule,

d
dt

(eAteBt) = AeAteBt + eAtBeBt = (A + B)eAteBt.

Note that the above argument also yields

d
dt

(eBteAt) = (A + B)eAteBt.

However, by Lemma 2.8 one also has that

d
dt

e(A+B)t = (A + B)eA+Bt;

hence, the by uniqueness of solutions one has that

e(A+B)t = eAteBt = eBteAt.

Finally, suppose that B is nonsingular. Since B−1AnB = (B−1AB)n for each n ∈ N0, one has that

B−1SN (t)B =
N∑
n=0

tn

n!
(B−1AB)n.

Taking the limit of N → +∞ and using Definition 2.7 gives

B−1eAtB = eB
−1ABt.

The above argument can be summarized as following:
Lemma 2.9. Suppose that A,B ∈ Rn×n, and that s, t ∈ R.. Then

(a) (eAt)−1 = e−At

(b) eA(s+t) = eAseAt = eAteAs

(c) if AB = BA, then e(A+B)t = eAteBt = eBteAt

(d) if B is nonsingular, then BeAtB−1 = eBAB−1t.

We will now consider some special cases in which eAt can be easily computed.
Lemma 2.10. Suppose that A = PΛP−1, where Λ = diag(λ1, . . . , λn) and P = (v1 · · · vn) with Avk =
λkvk. Then eAt = P diag(eλ1t, . . . , eλnt)P−1.
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Proof: By Lemma 2.9(d) one has that
eAt = PeΛtP−1;

hence, it is enough to compute eΛt. Since Λk = diag(λk1 , . . . , λ
k
n), one gets that

eΛt = diag(
∞∑
k=0

(λ1t)k

k!
, · · ·

∞∑
k=0

(λnt)k

k!
) = diag(eλ1t, . . . , eλnt).

Lemma 2.11. If A = λ1+ N , then eAt = eλteN t.

Proof: Since 1N = N1, one can immediately apply Lemma 2.9(c). Implicit in the calculation is the
identity eλt1 = eλt1.

Finally, suppose that

A = a1− bJ , J :=
(

0 1
−1 0

)
,

where a, b ∈ R. The eigenvalues of A are a ± ib; furthermore, by Lemma 2.11 one has that eAt = eate−bJ t.
It can be checked that

e−bJ t =


∞∑
n=0

(−1)n
(bt)2n

(2n)!
−

∞∑
n=0

(−1)n
(bt)2n+1

(2n+ 1)!
∞∑
n=0

(−1)n
(bt)2n+1

(2n+ 1)!

∞∑
n=0

(−1)n
(bt)2n

(2n)!


=

(
cos(bt) − sin(bt)
sin(bt) cos(bt)

)
;

hence,

eAt = eat
(

cos(bt) − sin(bt)
sin(bt) cos(bt)

)
.

As a generalization, suppose that A ∈ R2n×2n has complex eigenvalues λj = aj + ibj for j = 1, . . . , n. If
the eigenvectors w j = uj + iv j are such that {u1, . . . ,un, v1, . . . , vn} is a linearly independent set, then as
a consequence of [15, Chapter 1.6] it is then known that for

P := (v1 u1 . . . vn un)

one has
P−1AP = Λ,

where

Λ := diag
((

a1 −b1
b1 a1

)
, . . . ,

(
an −bn
bn an

))
. (2.6)

As a consequence of the above discussion,

eΛt = diag
(

ea1t

(
cos(b1t) − sin(b1t)
sin(b1t) cos(b1t)

)
, . . . , eant

(
cos(bnt) − sin(bnt)
sin(bnt) cos(bnt)

))
. (2.7)

Upon using Lemma 2.9(d), the following lemma has now been proved.

Lemma 2.12. Suppose that A = PΛP−1, where Λ is given in equation (2.6). Then

eAt = PeΛtP−1,

where eΛt is given in equation (2.7).
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Example. Suppose that

A :=

 −4 0 0
0 3 −2
0 1 1

 .

The eigenvalues and associated eigenvectors are

λ1 = −4, v1 = (1, 0, 0)T; λ2 = 2 + i, w2 = (0, 1 + i, 1)T.

Setting P = (v1 Imw2 Rew2) yields that

Λ = P−1AP =

 −4 0 0
0 2 −1
0 1 2

 .

Thus,

eΛt =

 e−4t 0 0
0 e2t cos t −e2t sin t
0 e2t sin t e2t cos t

 ,

and eAt = PeΛtP−1.

2.2.2. The Jordan canonical form

The results of Lemma 2.10 and Lemma 2.12 required that one be able to diagonalize A in a particular
manner. If A is symmetric, or if more generally the eigenvectors form a basis for Cn, then A can be
diagonalized in such a way. However, there are special cases, which are typically bifurcation points in
parameter space, for which the diagonalization assumption leading to Lemma 2.10 and Lemma 2.12 breaks
down. It is this case which will be covered in this subsection. Herein it will be assumed that all of the
eigenvalues of A are real-valued. The case of complex eigenvalues is covered in [15, Section 1.8].
Definition 2.13. The spectrum of A ∈ Rn×n is given by

σ(A) := {λ ∈ C : det(A− λ1) = 0}.

The multiplicity of λ ∈ σ(A) is the order of the zero of det(A− λ1) = 0.
Definition 2.14. Let λ ∈ σ(A) have multiplicity p. Let {v1, . . . , vm} for 1 ≤ m ≤ p form a basis for
ker(A− λ1). Then

(a) m is the geometric multiplicity λ, i.e., mg(λ) = m

(b) p is the algebraic multiplicity of λ, i.e., ma(λ) = m.

λ ∈ σ(A) is simple if mg(λ) = ma(λ) = 1, and λ ∈ σ(A) is semi-simple if mg(λ) = ma(λ) ≥ 2.
Remark 2.15. If mg(λ) = ma(λ) for each λ ∈ σ(A), i.e., if each eigenvalue is semi-simple, then A is
diagonalizable.
Definition 2.16. Let λ ∈ σ(A) be such that a.m.= p. For k = 2, . . . , p, any nonzero solution v of
(A− λ1)kv = 0 with (A− λ1)k−1v 6= 0 is a generalized eigenvector.
Remark 2.17. Note that ker((A− λ1)j) ⊂ ker((A− λ1)j+1) for any j ∈ N.

In order to better illustrate the above ideas, consider the following generic example. First suppose that

A =
(
λ 1
0 λ

)
= λ1+

(
0 1
0 0

)
.

One has that λ ∈ σ(A) satisfies mg(λ) = 1 and ma(λ) = 2. The eigenvector is v = (1, 0)T, and the
generalized eigenvector is w = (0, 1)T. To generalize, for a given j ≥ 2 let N ∈ Rj×j satisfy

(N )`m :=

{
1, m = `+ 1, ` = 1, . . . , j − 1
0, otherwise.

(2.8)
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It can be checked that N is a nilpotent matrix of order j, i.e., N j = 0 and N j−1 6= 0 ; hence,

eN t =
j−1∑
n=0

tn

n!
N n.

Note that in this case the entries of eN t are polynomials of degree no larger than j − 1. For the matrix
A = λ1+N one has that λ ∈ σ(A) with mg(λ) = 1 and ma(λ) = j. Finally, from Lemma 2.11 one has that

eAt = eλteN t = eλt
j−1∑
n=0

tn

n!
N n

j .

In order to put a matrix in Jordan canonical form, the general idea is to first build chains of eigenvectors
using the above ideas. This construction will not be carried out herein (e.g., see [15, Section 1.8] and the
references therein), as the procedure is quite technical, and all that is necessary in the subsequent sections
is the final result. As is seen below, the key to systematically diagonalize a nondiagonalizable matrix is to
use nilpotent matrices of the form given in equation (2.8). As a result of the above discussion, note that for
each Jordan block in the statement of Theorem 2.18 one has mg(λ) = 1.
Theorem 2.18 (Jordan canonical form). Suppose that A ∈ Rn×n has real eigenvalues λ1, . . . , λn. There
exists a basis of generalized eigenvectors v1, . . . , vn such that with P := (v1 · · · vn) one has that P−1AP =
diag(B1, . . . ,Br), where the Jordan blocks are of the form Bj = λ1 + N ∈ R`×` for some 1 ≤ ` ≤ n, and
N is given in equation (2.8).

As a consequence of Theorem 2.18, Lemma 2.10, Lemma 2.11, and Lemma 2.12 one has the following
result.
Theorem 2.19. Every entry of eAt is composed of linear combinations of p(t)eαt cosβt and p(t)eαt sinβt,
where λ = α+ iβ ∈ σ(A) and p(t) is a polynomial of degree no larger than n− 1.

Example. Consider

A =

 −1 1 −2
0 −1 4
0 0 1

 .

Here mg(−1) = 1 and ma(−1) = 2, while mg(1) = ma(1) = 1. It can be checked that with

v1 = (0, 2, 1)T, v2 = (1, 0, 0)T, v3 = (0, 1, 0)T,

upon setting P = (v1 v2 v3) one has

P−1AP = diag(B1,B2); B1 = (1), B2 =
(
−1 1

0 −1

)
.

One then has that

eAt = P

 et 0 0
0 e−t te−t

0 0 e−t

P−1.

2.2.3. Estimates on solutions

Now that the construction of the principal fundamental matrix solution is understood, it is time to see
how one can estimate the solution behavior. The following preliminary result is first needed.
Proposition 2.20. For each ε > 0 and each j ∈ N there exists an M(j, ε) > 0 such that

tj ≤M(j, ε)eεt, M(j, ε) =
(
j

eε

)j
.

for all t ≥ 0.
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Proof: Set g(t) := tje−εt. Since g(t) is continuous and satisfies g(t) → 0 as t → +∞, there exists a
M(j, ε) > 0 such that g(t) ≤ M(j, ε) for all t ≥ 0. The upper bound is found by finding the maximum of
g(t).

Now, by Theorem 2.19 each entry of eAt is composed of linear combinations of terms like p(t)eαt cosβt
and p(t)eαt sinβt, where α+ iβ ∈ σ(A) and p(t) is a polynomial of degree no greater than n− 1. The next
result then immediately follows from Proposition 2.20.
Lemma 2.21. Set σM := max{Reλ : λ ∈ σ(A)}. For each ε > 0 there exists an M(ε) > 0 such that

|eAt| ≤M(ε)e(σM+ε)t

for all t ≥ 0.

If all λ ∈ σ(A) are semi-simple, then in Theorem 2.19 one can set p(t) ≡ 1. In Proposition 2.20, if one
sets j = 0, then one has ε = 0. These observations yield the following refinement of Lemma 2.21.
Corollary 2.22. If all λ ∈ σ(A) are semi-simple, then one can set ε = 0 in Lemma 2.21.

Lemma 2.21 sets an upper bound on the growth rate of |eAt|. The below results sets a lower bound. Note
that it does not depend on the multiplicity of the eigenvalue with minimal real part.
Lemma 2.23. If σm := min{Reλ : λ ∈ σ(A)}, then

|eAt| ≥ eσmt

for all t ≥ 0.

Proof: Let λ ∈ σ(A) be such that Reλ = σm, and let v be the associated eigenvector. One has that
eAtv = eλtv , so that

|eAtv |
|v |

= eσmt.

The result now follows from the definition of the matrix norm.

Let us now refine the above estimates. In particular, we wish to find invariant subspaces which have
proscribed behavior for solutions residing in them. Let A ∈ Rn×n, and let λ ∈ σ(A) be such that mg(λ) = m
and ma(λ) = p ≥ m. As a consequence of the reduction of A to Jordan canonical form one has there exists
a basis of generalized eigenvectors {v j,i} such that with v0,i := 0 ,

(A− λ1)v j,i = v j−1,i, i = 1, . . . ,m, j = 1, . . . , ai,
m∑
i=1

ai = p.

Definition 2.24. For each λ ∈ σ(A) set Eλ := span({v j,i}). The subspace Eλ is the called the generalized
eigenspace of A corresponding to the eigenvalue λ.
Proposition 2.25. Eλ is invariant under multiplication by A, i.e., AEλ ⊂ Eλ.

Proof: Let v ∈ Eλ be given, so that v =
∑
i,j cj,iv j,i for some constants ci,j . By linearity one has that

Av =
∑
i,j

cj,iAv j,i =
∑
i,j

cj,i(λv j,i + v j−1,i) = λv +
∑
i,j

cj,iv j−1,i.

Thus, Av ∈ Eλ.

As a consequence of the definition of eAt and Proposition 2.25 one has the following result.
Corollary 2.26. eAtEλ ⊂ Eλ.

Proof: By Proposition 2.25 AEλ ⊂ Eλ, which by an induction argument yields that AkEλ ⊂ Eλ for each
k ≥ 1. The result now follows from the series representation for eAt and using the fact that Eλ is a closed
subspace.
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The following spectral subsets given below will be used to decompose Rn:
Definition 2.27. The stable spectrum and subspace are given by

σs(A) := {λ ∈ σ(A) : Reλ < 0}, Es := {⊕Eλj : λj ∈ σs(A)},

the unstable spectrum and subspace are given by

σu(A) := {λ ∈ σ(A) : Reλ > 0}, Eu := {⊕Eλj
: λj ∈ σu(A)},

and the center spectrum and subspace are given by

σc(A) := {λ ∈ σ(A) : Reλ = 0}, Ec := {⊕Eλj
: λj ∈ σc(A)}.

Proposition 2.28. One has that:

(a) Rn = Es ⊕ Eu ⊕ Ec

(b) dim(Es,u,c) is the number of generalized eigenvectors in the basis for Es,u,c, respectively

(c) eAtEs,u,c ⊂ Es,u,c, respectively.

Proof: By construction Es, Eu, and Ec are mutually disjoint. The statement of (a) then follows from the
fact that the generalized eigenvectors form a basis of Rn. Since AEλj

⊂ Eλj
for each λj ∈ σs,u,c(A), parts

(b) and (c) follow from Corollary 2.26 and linearity.

Armed with Proposition 2.28, one can use Lemma 2.21 and Lemma 2.23 to describe the behavior asso-
ciated with solutions residing in each invariant subspace Es,u,c.
Theorem 2.29. If x 0 ∈ Es, then there exist positive constants c < a and m,M ≥ 1 such that

me−at|x 0| ≤ |eAtx 0| ≤Me−ct|x 0|,

while if x 0 ∈ Eu, then there exist positive constants c < a and m,M ≥ 1 such that

mect|x 0| ≤ |eAtx 0| ≤Meat|x 0|.

Finally, if x 0 ∈ Ec, then there exists a k ∈ N0 with 0 ≤ k ≤ n− 1 such that

m|x 0| ≤ |eAtx 0| ≤M(1 + |t|k)|x 0|.

Remark 2.30. If all λ ∈ σc(A) are semi-simple, then k = 0; hence, in this case solutions residing in Ec are
uniformly bounded.

Proof: The result will be proven only for x 0 ∈ Es, as the other proofs are similar. Set

σ− := min{Reλ : λ ∈ σs(A)}, σ+ := max{Reλ : λ ∈ σs(A)},

and note that σ− ≤ σ+ < 0. By Proposition 2.28 eAtEs ⊂ Es; furthermore, by Lemma 2.21 and Lemma 2.23
for each 0 < ε < |σ+| there is an M(ε) such that

meσ−t|x 0| ≤ |eAtx 0| ≤M(ε)e(σ++ε)t|x 0|.

One of the implications of Theorem 2.29 is that the behavior for solutions residing in Es,u is exponential
in nature. Solutions in the unstable subspace exhibit growth for t ≥ 0, while those solutions in the stable
subspace decay for t ≥ 0. The behavior of solutions in the center subspace is unknown without more detailed
information, and all that can be said is that any temporal growth is polynomial in nature.

One can summarize in the following manner. By Proposition 2.28 one can write the initial data as

x 0 = x s
0 + x c

0 + xu
0 , x s,c,u

0 ∈ Es,c,u.

Using linearity then yields
eAtx 0 = eAtx s

0 + eAtx c
0 + eAtxu

0 . (2.9)

The solution behavior associated with eAtx s,c,u
0 is given in Theorem 2.29. The result of equation (2.9), along

with the definitions given in Definition 2.27 associated with the various subspaces, can be summarized in
the following definition.
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Definition 2.31. Consider
ẋ = Ax .

The critical point x = 0 is a

• sink (attractor): σ(A) = σs(A)

• source (repeller, negative attractor): σ(A) = σu(A)

• saddle (unstable saddle): σ(A) = σs(A) ∪ σu(A) with σs,u(A) 6= ∅.

If σc(A) = ∅, then the system is hyperbolic, and the associated flow φt(x 0) := eAtx 0 is called a hyperbolic
flow.

2.2.4. Linear perturbations: stable

Consider equation (2.2) under the assumption that f is smooth enough to ensure unique solutions. Recall
the result of Lemma 2.4. Assuming that A(t) ≡ A, by using the results of Lemma 2.8 and Lemma 2.9 one
can reformulate the solution as

x (t) = eA(t−t0)x 0 +
∫ t

t0

eA(t−s)f (s,x (s)) ds. (2.10)

Before continuing, we need the following definition which characterizes the behavior of solutions near critical
points, i.e., zeros of the vector field, for equation (2.2).
Definition 2.32. Consider equation (2.2). A critical point a is stable if for each ε > 0 there is δ > 0 such
that if x 0 ∈ B(a , δ), then x (t) ∈ B(a , ε) for all t ≥ 0. The critical point is asymptotically stable if it is
stable and if limt→+∞ x (t) = a . If the critical point is not stable, it is unstable.
Remark 2.33. Consider the linear system ẋ = Ax . Upon applying the results of Theorem 2.29 it is not
difficult to show that x = 0 is

• unstable if σu(A) 6= ∅

• stable if σ(A) = σs(A) ∪ σc(A) and all λ ∈ σc(A) are semi-simple

• asymptotically stable if σ(A) = σs(A).

Consider equation (2.2) under the assumptions that A(t) ≡ A and

f (t,x ) = B(t)x ,
∫ ∞

0

|B(t)|dt <∞

First suppose that σ(A) = σs(A) ∪ σc(A), and that each λ ∈ σc(A) is semi-simple. It will be shown that
the solution, which is given in equation (2.10), is bounded. By the assumption on σ(A) one can apply
Theorem 2.29 and conclude that there exists an M > 0 such that |eAt| ≤ M ; hence, the solution satisfies
the estimate

|x (t)| ≤M |x 0|+
∫ t

t0

M |B(s)| |x (s)|ds.

Upon using Gronwall’s inequality one gets that

|x (t)| ≤M |x 0|eM
∫ t

t0
|B(s)| ds

,

so by assumption there is a C > 1 such that |x (t)| ≤ C|x 0| for any t ≥ t0. In particular, this estimate shows
that x = 0 is stable.

Now suppose that σ(A) = σs(A), so by Theorem 2.29 that there exists an M,α > 0 such that |eAt| ≤
Me−αt. As above, one then has that

|x (t)| ≤Me−α(t−t0)|x 0|+
∫ t

t0

Me−α(t−s)|B(s)| |x (s)|ds.
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Set y(t) := |x (t)|eαt, so that the above can be rewritten as

|y(t)| ≤M |y(t0)|+
∫ t

t0

M |B(s)| |y(s)|ds.

As above, there is a C > 1 such that |y(t)| ≤ C|y(t0)|, which implies that

|x (t)| ≤ C|x 0|e−α(t−t0).

Hence, x = 0 is asymptotically stable.

2.2.5. Linear perturbations: unstable

Finally, suppose that σ(A) = σs(A) ∪ σu(A). In this case it will be shown that under the assumption
that ∫ +∞

−∞
|B(t)|dt <∞,

as t→ ±∞ the system will have the same behavior as the unperturbed system. The following discussion has
as its inspiration the work of [5, Lecture 4]. Before continuing, the following preparatory theorem is needed:
Theorem 2.34 (Banach’s fixed point theorem). Let X be a complete normed vector space, and let D ⊂ X
be closed. Let T : D 7→ D be such that for all u, v ∈ D,

‖T (u)− T (v)‖ ≤ L‖u− v‖, 0 < L < 1;

in other words, assume that T is a contraction mapping. There is then a unique u∗ ∈ D such that T (u∗) = u∗.

Proof: Let u0 ∈ D be given, and for n ∈ N define the sequence {un} via un+1 = T (un). First note that via
an induction argument one gets

‖un+1 − un‖ = ‖T (un)− T (un−1)‖ ≤ L‖un − un−1‖ ≤ Ln‖u1 − u0‖.

This then implies that for each k ∈ N,

‖un+k − un‖ ≤
k−1∑
j=0

‖un+j−1 − un+j‖ ≤
k−1∑
j=0

Ln+j‖u1 − u0‖ = Ln‖u1 − u0‖
k−1∑
j=0

Lj ≤ Ln

1− L
‖u1 − u0‖.

Thus, {un} is a Cauchy sequence, and since X is complete and D is closed one has a u∗ ∈ D such that
un → u∗. Since T is continuous, one then has that T (u∗) = u∗. Lastly, u∗ is unique, for if there exists
another fixed point v∗, then

‖u∗ − v∗‖ = ‖T (u∗)− T (v∗)‖ ≤ L‖u∗ − v∗‖,

which is a contradiction, as L < 1.

Remark 2.35. An application of Theorem 2.34 allows for a much easier proof of Theorem 1.16 for the
system

ẋ = f (x ), x (0) = x 0. (2.11)

Let ε, L ∈ R+ be such that for all u , v ∈ B(x 0, 2ε), |f (u)− f (v)| ≤ L|u − v |. Now set

C = sup{|f (x )| : x ∈ B(x 0, 2ε)}, δ := min{ ε
C
,

1
2L
},

and define
X := C0([−δ, δ]; Rn), ‖x‖ := sup

|t|≤δ
|x (t)|,
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and
D := {x ∈ X : sup

|t|≤δ
|x (t)− x 0| ≤ 2ε}.

If one now considers the mapping T : D 7→ X given by

T (x ) = x 0 +
∫ t

0

f (x (t)) dt, |t| ≤ δ,

then it can be shown that T satisfies the conditions given in Theorem 2.34; hence, there exists a unique
solution to equation (2.11) The remaining details will be left for the interested student.

Let P ∈ Rn×n be such that
P−1AP = Λ := diag(As,Au),

where As,u ∈ R(ns,nu)×(ns,nu) with ns + nu = n, and σ(As,u) = σs,u(As,u). Setting x = Py transforms the
original system to

ẏ = Λy + B̃(t)y , B̃(t) := P−1B(t)P . (2.12)

Define the projection operators Πs,u by

Πs := diag(1s,0 ), Πu := diag(0 ,1u),

where 1s,u ∈ R(ns,nu)×(ns,nu). Note that the projection operators satisfy the properties

ΠsΠu = ΠuΠs = 0 , Π2
s,u = Πs,u, Πs + Πu = 1; (2.13)

furthermore,
Πs,ueΛt = eΛtΠs,u. (2.14)

As a consequence of Theorem 2.29 one has that there exists a C,α, β ∈ R+ such that

|eΛtΠs| ≤ Ce−αt, t ≥ 0; |eΛtΠu| ≤ Ceβt, t ≤ 0. (2.15)

Choose t0 ∈ R+ sufficiently large so that

θ := C

∫ +∞

t0

|B̃(t)‖dt < 1,

and set
X := C0([t0,+∞); Rn), ‖y‖ := sup

t≥t0
|y(t)|.

Define the mapping

T y :=
∫ t

t0

eΛ(t−s)ΠsB̃(s)y(s) ds−
∫ +∞

t

eΛ(t−s)ΠuB̃(s)y(s) ds. (2.16)

It is not difficult to show that T : X 7→ X with ‖T y‖ ≤ θ‖y‖, and that for any y1,y2 ∈ X,

|T y1 − T y2| ≤ C

∫ +∞

t0

|B̃(s)| |y1(s)− y2(s)|ds

≤ θ‖y1 − y2‖.

Consequently T is a contraction map on X.
Now let y0 ∈ Rn be given so that Πsy0 = y0, and consider the integral equation

y(t) = eΛ(t−t0)y0 + T y(t). (2.17)

As a consequence of Theorem 2.34 there is a unique solution in X to equation (2.17); furthermore, it is easy
to verify that any solution to equation (2.17) is also a solution to equation (2.12) with the initial condition

y(t0) = y0 −
∫ +∞

t0

eΛ(t−s)ΠuB̃(s)y(s) ds.
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Note that there is then a one-to-one mapping between bounded solutions of the unperturbed problem and
those for the perturbed problem.

Now it must be shown that the solution y(t) → 0 exponentially fast as t→ +∞. From equation (2.15)
one has that for t ≥ t0,

|T y(t)|eαt ≤ C

∫ t

t0

|B̃(s)| |y(s)|eαs ds+
∫ +∞

t

e(α+β)(t−s)|B̃(s)| |y(s)|eαs ds

≤ θ‖y(t)eαt‖.

Consequently, for t ≥ t0 the solution to equation (2.17) satisfies

|y(t)|eαt ≤ Ceαt0 |y0|+ |T y(t)|eαt

≤ Ceαt0 |y0|+ θ‖y(t)eαt‖,

i.e.,
‖y(t)eαt‖ ≤ Ceαt0 |y0|+ θ‖y(t)eαt‖.

This necessarily implies that
(1− θ)‖y(t)eαt‖ ≤ Ceαt0 |y0|,

which in turn yields that

|y(t)| ≤ C

1− θ
|y0|e−α(t−t0).

In conclusion, it has been demonstrated that there is a one-one mapping between exponentially decaying
solutions for the perturbed problem and those for the unperturbed problem. Finally consider equation (2.12)
under the time reversal r := −t. One then has

y ′ = −Λy − B̃(−r)y , ′ :=
d
dr
.

Since σ(−Λ) = −σ(Λ), the above argument shows that there is a one-one mapping between exponentially
decaying solutions as r → +∞, i.e., as t → −∞, for the perturbed problem and those for the unperturbed
problem. Note here that y0 ∈ Eu.

2.2.6. Nonlinear perturbations

In the previous example the behavior of solutions to equation (2.2) in the case of linear and asymptotically
zero perturbations was considered. The next result deals with nonlinear perturbations which are small in a
neighborhood of the origin.
Theorem 2.36. Consider equation (2.2) under the assumptions that A(t) ≡ A and |f (t,x )| = O(|x |2) for
|x | ≤ δ. Suppose that σ(A) = σs(A). There then exist constants C, µ, α such that if |x 0| ≤ µ, then the
solution satisfies |x (t)| ≤ Ce−α(t−t0)|x 0| for all t ≥ t0. In particular, x = 0 is asymptotically stable.

Proof: Since σ(A) = σs(A), by Theorem 2.29 there exists a C ≥ 1 and λ > 0 such that |eAt| ≤ Ce−λt.
Since |f (t,x )| = O(|x |2), there exists a k > 0 such that |f (t,x )| ≤ k|x |2. Fix ε > 0 so that ε < δ and
Ckε < λ. Set α := λ− Ckε and µ := ε/C, and note that α > 0 and 0 < µ < ε < δ.

If |x 0| < µ there exists a τ > t0 such that the solution x (t) satisfies |x (t)| ≤ ε on the interval I := {t ∈
R : t0 ≤ t ≤ τ}. This implies that for t ∈ I one has that

|f (t, x(t))| ≤ k|x (t)|2 ≤ kε|x (t)|.

By equation (2.10) the solution is given by

x (t) = eA(t−t0)x 0 +
∫ t

t0

eA(t−s)f (s,x (s)) ds,
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which yields that as long as t ∈ I,

|x (t)| ≤ Ce−λ(t−t0)|x 0|+ Ckε

∫ t

t0

e−λ(t−s)|x (s)|ds.

Rearranging the above inequality gives

eλ(t−t0)|x (t)| ≤ C|x 0|+ Ckε

∫ t

t0

eλ(s−t0)|x (s)|ds,

which by Gronwall’s inequality yields

eλ(t−t0)|x (t)| ≤ C|x 0|eCkε(t−t0),

or finally,
|x (t)| ≤ C|x 0|e−α(t−t0).

If |x 0| < µ, then the above estimate yields that |x (t)| ≤ ε for all t ∈ I. By the extensibility Theorem 1.20
one then has that τ = +∞; furthermore, x = 0 is stable. Since α > 0, x = 0 is asymptotically stable.

Now consider
ẋ = f (x ), x (0) = x 0, (2.18)

where f ∈ Ck(Rn) for some k ≥ 2. Suppose that f (a) = 0 . Upon setting y = x − a equation (2.18)
becomes ẏ = g(y), where g(y) := f (a + y). Note that g(0 ) = 0 ; hence, without loss of generality one can
always assume in equation (2.18) that a = 0 . Now, by Taylor’s theorem one can write

f (x ) = Ax + r(x ),

where A := Df (0 ) and

r(x ) = f (x )−Ax =
(∫ 1

0

[Df (sx )−A] ds
)

x .

Since Df (·) is smooth, by the Mean Value Theorem

|Df (sx )−A| ≤ |sx | sup
τ∈[0,1]

|D2f (τx )| ≤ |x | sup
τ∈[0,1]

|D2f (τx )|;

furthermore, since D2f (·) is continuous, there exists a δ > 0 and a constant k > 0 such that

sup
τ∈[0,1]

|D2f (τx )| ≤ k, x ∈ B(0 , δ).

Thus, |r(x )| = O(|x |2) for x ∈ B(0 , δ). Applying Theorem 2.36 yields the following result.

Corollary 2.37. Consider equation (2.18) where f : Rn 7→ Rn is smooth with f (0 ) = 0 . Set A := Df (0 ).
If σ(A) = σs(A), then there exists an α > 0 and a neighborhood U of x = 0 such that if x 0 ∈ U , then
|x (t)| ≤ C|x 0|e−αt for all t ≥ 0

Now consider equation (2.18) under the time reversal s := −t. One than has

x ′ = −Ax − r(x ), ′ :=
d
ds
.

Since σ(−A) = −σ(A), Corollary 2.37 now applies for s ≥ 0, i.e., t ≤ 0.

Corollary 2.38. Suppose that σ(A) = σu(A). The result of Corollary 2.37 is true for t ≤ 0.
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2.3. Equations with periodic coefficients

Herein we will consider equation (2.1) under the condition that A(t) is continuous and T -periodic, i.e.,
A(t+ T ) = A(t) for some T ∈ R+. In order to understand the issues involved, first consider

ẋ = a(t)x, a(t+ T ) = a(t).

The fundamental matrix solution is given by Φ(t) = e
∫ t
0 a(s) ds. Setting

α :=
1
T

∫ T

0

a(s) ds, p(t) :=
∫ t

0

(a(s)− α) ds

yields Φ(t) = P (t)eαt, where P (t) := ep(t). Now,

p(t+ T ) =
∫ t

0

(a(s)− α) ds+
∫ t+T

t

(a(s)− α) ds

= p(t) +
∫ T

0

(a(s)− α) ds

= p(t)

so that the fundamental matrix solution is the product of a periodic function with an exponential function.
The initial goal is to show that this property is true for systems. We need a preparatory lemma.
Lemma 2.39. If C ∈ Rn×n is nonsingular, then there exists a B ∈ Cn×n such that eB = C .

Proof: Let J be the Jordan canonical form of C , i.e., P−1CP = J . If eK = J , then ePKP−1
= C ; hence,

it can be assumed that C is in canonical form. Let λ1, . . . , λk ∈ σ(C ) have multiplicities n1, . . . , nk. One
has that C = diag(C 1, . . . ,C k), where each C j ∈ Cnj×nj with C j = λj1 + N , where N is nilpotent of
order nj . Since C is nonsingular, λj 6= 0 for all j. Motivated by the fact that

ln(1 + x) =
∞∑
n=1

(−1)n+1x
n

n
, |x| < 1,

set

Bj := lnλj1+ S j , S j :=
nj−1∑
n=1

(−1)n+1

n

(
N

λj

)n
.

The sum is finite because N is nilpotent. As a consequence of Lemma 2.9(c) one has

eBj = λjeSj .

It can be shown [8, p. 61-62] that

eSj = 1+
1
λj

N ;

hence, eBj = C j . Upon setting B := diag(B1, . . . ,Bk), one has that eB = C .

Remark 2.40. The matrix B given in Lemma 2.39 is not unique, as one has the identity

eB+2`πi1 = eBe2`πi1 = C1, ` ∈ Z.

As the following result shows, the decomposition of the fundamental matrix solution given in the beginning
of this section for a scalar problem also holds for systems.
Theorem 2.41 (Floquet’s theorem). Consider equation (2.1), where A(t) ∈ Rn×n is continuous with A(t+
T ) = A(t). If Φ(t) is a fundamental matrix solution, then there exists a B ∈ Cn×n such that

Φ(t) = P(t)eBt, P(t+ T ) = P(t).
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Proof: Since A(t) is T -periodic, if Φ(t) is a fundamental matrix solution, then so is Φ(t + T ). By the
uniqueness of solutions one then has that

Φ(t+ T ) = Φ(t)Φ(T ).

By Lemma 2.39 there is a B ∈ Cn×n such that Φ(T ) = eBT , which yields Φ(t+T ) = Φ(t)eBT . Upon setting
P(t) := Φ(t)e−Bt, one has that

P(t+ T ) = Φ(t)eBT e−B(t+T ) = Φ(t)e−Bt = P(t).

Definition 2.42. The monodromy operator for the fundamental matrix solution given in Theorem 2.41 is
given by eBT . λ ∈ σ(eBT ) is known as a Floquet multiplier, and µ ∈ σ(B) is a characteristic exponent.

If µ is a characteristic exponent, then λ = eµT is a Floquet multiplier. Since B is not unique, the
characteristic exponents are not unique. However, the Floquet multipliers are unique, as these are given by
σ(Φ(T )). As is the case for equation (2.1) when A is constant, one has that σ(B) plays a significant role in
the behavior of solutions.
Lemma 2.43. If µ ∈ σ(B), then there exists a (possibly complex) solution to equation (2.1) of the form
eµtp(t), where p(t) is T -periodic.

Proof: Let Φ(t) be the principal fundamental matrix solution at t = 0, so by Theorem 2.41 one has
that Φ(t) = P(t)eBt with P(0) = 1. Since µ ∈ σ(B), there exists a v such that Bv = µv . Thus,
x (t) := Φ(t)v = eµtP(t)v , which proves the result upon setting p(t) := P(t)v .

Note that the solution given in Lemma 2.43 satisfies the identity x (t + T ) = λx (t), where λ := eµT ∈
σ(eBT ) is a Floquet multiplier. An induction argument then yields that x (t+ nT ) = λnx (t) for any n ∈ N.
Now consider the sequence {xk}, where xk := x (kT ) = λkx (0). If x j = x 0 for some j ∈ N0, then one has a
jT -periodic solution to equation (2.1). The argument leading to this assertion is similar to that leading to
Corollary 1.19, and is left to the interested student. Since the solution is uniformly bounded on [0, T ), if one
wishes to understand the dynamics associated with equation (2.1) it is sufficient to look at the behavior of
this sequence. However, this is equivalent to looking at the sequence {λk}. If |λ| > 1, then |λk| = |λ|k →∞
exponentially fast; hence, the solution x = 0 to equation (2.1) is unstable. If |λ| < 1, then 1 > |λ|k → 0
exponentially fast, so that the solution x = 0 to equation (2.1) is stable. Now suppose that |λ| = 1, which
implies that λ = ei2πθ for some θ ∈ [0, 1). If θ is rational, i.e., θ = p/q for p, q ∈ N relatively prime, then
there is the periodic sequence given by

{1, ei2πθ, ei4πθ, . . . , ei2(q−1)πθ},

so that x q = x 0. Thus, there exists a qT -periodic solution to equation (2.1). If θ is irrational, then the orbit
is dense on the circle |λ| = 1, and the orbit is uniformly bounded, but not periodic.
Lemma 2.44. Let λ1, . . . , λn ∈ σ(eBT ). Then

(a) |λj | < 1 for all j implies that x = 0 is asymptotically stable

(b) |λj | > 1 for some j implies that x = 0 is unstable

(c) |λj | ≤ 1 for all j with |λj | = 1 being semi-simple implies that x = 0 is stable

Proof: Set x = P(t)y , which gives
ẋ = Ṗy + Pẏ ,

i.e.,
ẏ = P(t)−1(A(t)P(t)− Ṗ(t))y .

Since P(t) = Φ(t)e−Bt, one has that

Ṗ(t) = A(t)P(t)−P(t)B ,

so that upon substitution, ẏ = By . As a consequence of Theorem 2.29 the behavior of y(t) is determined
by σ(B). Now, if µ ∈ σs,u,c(B), then λ = eµT ∈ σ(eBT ) satisfies |λ| < 1, |λ| > 1, |λ| = 1, respectively. Since
P(t) is continuous and T -periodic, the result follows.
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As a consequence of Lemma 2.44 one knows that the dynamical behavior is determined by σ(Φ(T )).
However, one cannot usually directly compute the Floquet multipliers, as the explicit form of the fundamental
matrix is generally unknown. As the following result shows, one can still get some information regarding the
multipliers.

Lemma 2.45. If λj = eµjT are the Floquet multipliers, then

(a)
n∏
j=1

λj = e
∫ T
0 traceA(s) ds

(b)
n∑
j=1

µj =
1
T

∫ T

0

traceA(s) ds (mod
2πi
T

)

Proof: Upon using Abel’s formula in Lemma 2.2, and assuming that P(0) = 1 = P(T ),

det Φ(T ) = det eBT = e
∫ T
0 traceA(s) ds.

Part (a) follows from the fact that

det eBT =
n∏
j=1

λj ,

while part (b) follows from
n∏
j=1

λj = eT
∑n

j=1 µj .

2.3.1. Example: periodic forcing

For the first example which illustrates the utility of Floquet theory, consider

ẋ = A(t)x + b(t), (2.19)

where A(t) ∈ Rn×n and b(t) are T -periodic. One has the following result concerning the existence of
T -periodic solutions to equation (2.19).

Lemma 2.46. Let Φ(t) be the principal fundamental matrix solution for equation (2.19). If 1 /∈ σ(Φ(T )),
then there exists a unique T -periodic solution.

Proof: By the variation of constants formula, the solution to equation (2.19) is given by

x (t) = Φ(t)x 0 +
∫ t

0

Φ(t)Φ(s)−1b(s) ds.

In order to have a periodic solution, one must have that x (T ) = x0. Upon some algebraic manipulation this
yields

(1− Φ(T ))x0 =
∫ T

0

Φ(T )Φ(s)−1b(s) ds. (2.20)

If λ ∈ σ(Φ(T )), then 1− λ ∈ σ(1− Φ(T )). Hence, if 1 /∈ σ(Φ(T )), then 1− Φ(T ) is nonsingular, and x 0 is
then uniquely given by

x 0 = (1− Φ(T ))−1

∫ T

0

Φ(T )Φ(s)−1b(s) ds.

In general, of course, it is difficult to compute the Floquet multipliers. However, if A(t) ≡ A, then one
has that if λ ∈ σ(A), then eλT ∈ σ(eAT ). The following result then follows immediately from Lemma 2.46.
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Corollary 2.47. Consider equation (2.19) under the condition that A(t) ≡ A. If there exists no λ ∈ σ(A)
such that

λ = i
2π`
T
, ` ∈ Z, (2.21)

then there exists a unique T -periodic solution.

Remark 2.48. The condition in equation (2.21) is automatically satisfied if σc(A) = ∅.

Even if the condition of 1 /∈ σ(Φ(T )) in Lemma 2.46 is removed, it may still be possible to find periodic
solutions to equation (2.19). Upon using the fact that Φ(t) is nonsingular, equation (2.20) can be rewritten
as

(Φ−1(T )− 1)x 0 =
∫ T

0

Φ(s)−1b(s) ds. (2.22)

If 1 ∈ σ(Φ(T )), then a solution to equation (2.22) exists if and only if∫ T

0

Φ(s)−1b(s) ds ∈ ker
(
(Φ(T )−1 − 1)T

)⊥
. (2.23)

Now suppose that A(t) ≡ A, and further suppose that T = 2π. Assume that i ∈ σ(A) is a simple
eigenvalue, and that i` /∈ σ(A) for any other ` ∈ N\{1}. Using Theorem 2.18, write

P−1AP = Λ,

where there exist block matrices B1, . . . ,Br such that

Λ = diag (−J ,B1, . . . ,Br) , J :=
(

0 1
−1 0

)
.

The change of variables y = P−1x allows one to rewrite equation (2.19) as

ẏ = Λy + c(t), c(t) := P−1b(t).

Since
(e−2πΛ − 1)T = diag

(
0 , e−2πBT

1 − 1, . . . , e−2πBT
r − 1

)
,

(note that (eB )T = eB
T
) one has the right-hand side of equation (2.23) satisfies

ker
(
(e−2πΛ − 1)T

)⊥
= span{e3, . . . , en}.

Thus, there exists a 2π-periodic solution to equation (2.19) if and only if

ej ·
∫ 2π

0

e−Λsc(s) ds = 0, j = 1, 2. (2.24)

Alternatively, since
A = PΛP−1,

one has that
ATP−T = P−TΛT,

where B−T := (B−1)T. In the original variables equation (2.24) can then be rewritten as

P−Tej ·
∫ 2π

0

e−Asb(s) ds = 0, j = 1, 2. (2.25)

A geometric interpretation of equation (2.25) is that the right-hand side of equation (2.22) is orthogonal to
span{P−Te1,P

−Te2}, i.e., the eigenspace of AT associated with the eigenvalues ±i.
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Example. Consider
ẍ+ ω2x = f(t), f(t+ 2π) = f(t).

By Corollary 2.47 there is a unique 2π-periodic solution if

ω 6= `, ` ∈ N0.

Now suppose that the forcing is resonant, i.e., ω ∈ N0. The right-hand side of equation (2.22) is given by

1
ω

∫ 2π

0

f(s)
(

sin(ωs)
ω cos(ωs)

)
ds;

hence, upon applying equation (2.25) there will exist a 2π-periodic solution if and only if∫ 2π

0

f(s) sin(ωs) ds =
∫ 2π

0

f(s) cos(ωs) ds = 0. (2.26)

Otherwise, the resonant forcing will produce unbounded growth. Note that if one writes f(t) in a Fourier
series, i.e.,

f(t) = f0 +
∞∑
n=1

an cos(nt) +
∞∑
n=1

bn sin(nt),

then equation (2.26) is equivalent to requiring that a1 = b1 = 0.

2.3.2. Example: the forced linear Schrödinger equation

Consider
iqt +

1
2
qxx − ωq = εp(t)q, p(t+ T ) = p(t),

with the boundary condition q(−Nπ, t) = q(Nπ, t) for some N ∈ N and for all t ≥ 0. Upon using a Fourier
decomposition and setting

q(x, t) =
+∞∑

n=−∞
qn(t)einx/N ,

one sees that for each n ∈ Z,

iq̇n − αnqn = εp(t)qn, αn := ω +
n2

N2
.

Upon writing qn := un + ivn one then gets the ODE

ẋn = An(t)xn, An(t) := JH (t),

where

J :=
(

0 1
−1 0

)
, H (t) := −(αn + εp(t))1.

One can understand the dynamical behavior of xn(t) through the use of Floquet theory. Set

βn(t) := αnt+ ε

∫ t

0

p(s) ds.

Since
∫

An(t) dt · An(t) = An(t) ·
∫

An(t) dt, as a consequence of Lemma 2.9(b) a fundamental matrix
solution is given by

Φn(t) = e
∫ s
0 An(s) ds =

(
cosβn(t) sinβn(t)

− sinβn(t) cosβn(t)

)
.

The Floquet multipliers λ±n are the eigenvalues of Φn(T ), and are easily seen to be given by

λ±n = cosβn(T )± i sinβn(T ) = eiθ±n (T ),
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where

θ±n (T ) = ±(αn + εp̄)T, p̄ :=
1
T

∫ T

0

p(s) ds.

The two linearly independent solutions are given by

x±n (t) = p±n (t)eiθ±n (t), p±n (t) = p±n (t+ T );

hence, one has that xn(t) will be `T -periodic if

αn + εp̄ =
2π
T

j

`
,

where j, ` ∈ Z are relatively prime; otherwise, the motion will be bounded but quasi-periodic. Note that
since αn contains the free parameter ω, one can always guarantee that at least one of the Fourier coefficients
will be periodic. The full solution to the linear problem will be bounded but quasi-periodic.

Remark 2.49. It is an interesting exercise to attempt to solve the linear problem

iqt +
1
2
qxx − ωq = εp(t) cosx q, q(−Nπ, t) = q(Nπ, t).

What restrictions could you make to make the problem more tractable?

2.3.3. Example: linear Hamiltonian systems

In many applications systems of the type

ẋ = JH (t)x , H (t+ T ) = H (t) (2.27)

arise, where H (t) ∈ R2n×2n is symmetric and J is nonsingular and skew-symmetric, i.e., JT = −J . In
applications one often also has that J−1 = JT, so that JJ = −1. One such example was given in
Section 2.3.2.

Let Φ(t) represent the principal fundamental matrix solution to equation (2.27). Since (JH (t))T =
−H (t)J , the adjoint problem associated with equation (2.27) is given by

ẏ = H (t)Jy . (2.28)

Assuming that J 2 = −1, one gets that

d
dt

Jx = −J 2H (t)J (Jx )

= H (t)J (Jx );

hence, if x solves equation (2.27), then Jx solves the adjoint problem equation (2.28). Thus, JΦ is a solution
to the adjoint problem, so that the principal fundamental matrix solution to equation (2.28) is given by

Ψ(t) = −JΦ(t)J .

Now, it can be checked that another solution to equation (2.28) is Φ(t)−T. Uniqueness then implies that

Φ(t)−1 = −JΦ(t)TJ = JΦ(t)TJ−1,

i.e., ΦT is similar to Φ−1. Thus, for µ ∈ σ(Φ(T )) one has that µ−1 ∈ σ(Φ(T )). Since Φ(T ) ∈ R2n×2n, one
also has that if µ ∈ σ(Φ(T )), then µ∗ ∈ σ(Φ(T )). This argument yields the following lemma:

Lemma 2.50. Consider equation (2.27), and suppose that J ∈ R2n×2n is skew-symmetric with J−1 = JT.
If Φ(t) is the principle fundamental matrix solution, then µ ∈ σ(Φ(T )) implies that 1/µ, µ∗, 1/µ∗,∈ σ(Φ(T )).
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Now suppose that
H (t) = A + εP(t), P(t+ T ) = P(t),

where both A and P(t) are symmetric. By following the argument leading to Lemma 2.50 it can be seen
that if λ ∈ σ(JA), then −λ,±λ∗ ∈ σ(JA). If one assumes that σ(A) = σs(A) or σ(A) = σu(A), then it
can be shown that one actually has σ(JA) ⊂ iR [11, 12]. Under this assumption, let ±iµj ∈ σ(JA) for
j = 1, . . . , n. When ε = 0, the characteristic multipliers are given by

ρ±j = e±iµjT , j = 1, . . . , n.

These multipliers satisfy |ρ±j | = 1, and are distinct if

µj 6= 0 (mod
π

T
), j = 1, . . . , n; µj ± µk 6= 0 (mod

2π
T

), j 6= k. (2.29)

Since the multipliers vary continuously under perturbation, if equation (2.29) holds when ε = 0 one has by
Lemma 2.50 that there is an ε0 > 0 such that for the perturbed problem the multipliers are simple and
satisfy |ρ| = 1 for 0 ≤ ε < ε0. Hence, as a consequence of Lemma 2.44 one has that the trivial solution is
stable for the perturbed problem.
Example. Consider the following variation of the problem given in Section 2.3.2:

iqt +
1
2
qxx − ωq = 2εp(t) cos(x)q, p(t+ T ) = p(t)

with the boundary condition q(−Nπ, t) = q(Nπ, t) for some N ∈ N and for all t ≥ 0. Upon setting

q(x, t) =
+∞∑

n=−∞
qn(t)einx/N ,

and using the fact that

cos(x) =
1
2
(eix + e−ix),

one sees that

cos(x)q =
1
2

+∞∑
n=−∞

(qn−N + qn+N )einx/N .

Hence, for each n ∈ Z,

iq̇n − αnqn = εp(t)(qn−N + qn+N ), αn := ω +
n2

2N2
.

Upon writing qn := un + ivn, and setting

J :=
(

0 1
−1 0

)
,

one gets for xn := (un, vn)T the ODE

ẋn = −J (αn1xn + εp(t)(xn−N + xn+N )). (2.30)

For fixed n, set

y j := xn+jN , βj := αn+jN = αn + 2
j

N
+ j2.

The system equation (2.30) can then be rewritten as

ẏ j = −J (αj1y j + εp(t)(y j−1 + y j+1)). (2.31)

Since j ∈ Z, at this point equation (2.31) is an infinite-dimensional ODE. Now truncate by supposing
that for some M ≥ 1 one has that y±k(t) ≡ 0 , k ≥ M + 1. Under this restriction equation (2.31) then
becomes 4(M − 1) dimensional, and can be written as

ẏ = J(D + εp(t)B)y , (2.32)
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where
y := (y−M , . . . ,yM )T, J := diag(J , . . . ,J ), D := −diag(β−M1, . . . , βM1),

and B is symmetric and satisfies B i,i±1 = −1 and is zero elsewhere (with an obvious abuse of notation).
When ε = 0, one has that

±iβj ∈ σ(JD), j = −M, . . . ,M.

Using equation (2.29) and applying the theory preceding this example it is then known that all solutions
will be bounded for 0 ≤ ε� 1 if

βj 6= 0 (mod
π

T
), j = −M, . . . ,M ; βj ± βk 6= 0 (mod

2π
T

), j 6= k.

It is an exercise to give precise conditions on ω, n,N such that the above holds true.

2.3.4. Example: Hill’s equation

Herein we will consider a simple example problem which is surprisingly difficult to analyze (e.g., see [14]).
Consider

ẍ+ a(t)x = 0, (2.33)

where a : R 7→ R is a continuous T -periodic function. A simple rescaling argument yields that without
loss of generality one may assume that T = π. Herein the focus will solely be on developing a stability and
instability criterion. It will first be shown that if

0 ≤
∫ π

0

a(s) ds ≤ 4
π
, a(t) ≥ 0, (2.34)

then the trivial solution is stable. In other words, it will be shown that equation (2.34) yields that the
Floquet multipliers associated with equation (2.33) have modulus equal to unity (see Lemma 2.44). Note
that after writing equation (2.33) as the first-order system ẋ = A(t)x with

A(t) :=
(

0 1
−a(t) 0

)
.

one has that traceA(t) = 0; hence, by Lemma 2.45 the Floquet multipliers satisfy

λ1λ2 = 1. (2.35)

If λ1, λ2 ∈ R with λ1 6= λ2, then by equation (2.35) one has that without loss of generality |λ1| > 1, so that
the trivial solution is unstable. If λ1 = λ2 = 1, then there exists a solution xp such that xp(t+ π) = xp(t),
whereas if λ1 = λ2 = −1, then there exists a solution xp such that xp(t + 2π) = xp(t). In either case, by
using reduction of order a second linearly independent solution is given by x2(t) = u(t)xp(t), where

xpü+ 2ẋpu̇ = 0.

This solution may or may not be unbounded as t → +∞. In conclusion, if λ1, λ2 ∈ R with λ1 6= λ2, the
trivial solution is unstable. Conversely, if λ1, λ2 /∈ R, then λ2 = λ∗1 with |λ1| = 1, so that all solutions are
bounded for all t ∈ R.

Now suppose that λ1, λ2 ∈ R. There exists a solution x(t) such that x(t+π) = λ1x(t). Either x(t) 6= 0 for
all t ∈ R, or x(t) = 0 has infinitely many solutions, with two consecutive zeros z1, z2 satisfying 0 ≤ z2−z1 ≤ π.
In the first case x(π) = λ1x(0) and ẋ(π) = λ1ẋ(0), so that

ẋ(π)
x(π)

=
ẋ(0)
x(0)

.

Since x(t) solves equation (2.33), upon dividing by x and integrating by parts one gets that∫ π

0

ẋ(s)2

x(s)2
ds+

∫ π

0

a(s) ds = 0.
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This is a contradiction, as a(t) ≥ 0. In the second case, suppose that x(t) > 0 for t ∈ (z1, z2). Let

x(c) := max
t∈[z1,z2]

x(t).

For any t1, t2 ∈ (z1, z2) the hypothesis on a(t) implies that

4
π
≥

∫ π

0

a(s) ds ≥
∫ t2

t1

|ẍ(s)|
x(s)

ds ≥ 1
x(c)

∫ t2

t1

|ẍ(s)|ds ≥ 1
x(c)

|
∫ t2

t1

ẍ(s) ds| = |ẋ(t2)− ẋ(t1)|
x(c)

.

By the Mean Value Theorem there exists specific t1, t2 ∈ (z1, z2) such that

ẋ(t1) =
x(c)− x(z1)

c− z1
, ẋ(t2) =

x(z2)− x(c)
z2 − c

.

Since x(z1) = x(z2) = 0, this yields

ẋ(t2)− ẋ(t1) = x(c)
z2 − z1

(c− z1)(z2 − c)
= x(c)

(
1

c− z1
+

1
z2 − c

)
> x(c)

4
z2 − z1

.

Thus,
4
π
≥

∫ π

0

a(s) ds >
4

z2 − z1
≥ 4
π
,

which yields a contradiction. Hence, λ1, λ2 /∈ R.
Remark 2.51. Equation (2.34) is by no means necessary. If one sets a(t) ≡ a2

0 with a0 ∈ R+, then
equation (2.34) becomes a0 ≤ 2/π. However, in this case it is known that the trivial solution is stable for
any value of a0. Note that the Floquet multipliers in this case are e±ia0π, and are real-valued and equal to
unity for a0 = 2`, ` ∈ N.
Remark 2.52. The restriction on a(t) given in equation (2.34) can be relaxed to∫ π

0

a(s) ds ≥ 0,
∫ π

0

|a(s)|ds ≤ 4
π

[6, Theorem III.8.2].
The following general result is useful in many applications (e.g., see [6, Chapter III.8] and [14]).

Lemma 2.53. Let Φ(t) represent the principal fundamental matrix solution to equation (2.33). If | trace(Φ(π))| <
2, then x = 0 is stable, whereas if | trace(Φ(π))| > 2, the solution x = 0 is unstable.

Proof: The Floquet multipliers satisfy equation (2.35), i.e.,

det(Φ(π)) = λ1λ2 = 1;

furthermore, by Lemma 2.45 trace(Φ(π)) = λ1 + λ2. This yields that

λ1,2 =
1
2
(trace(Φ(π))±

√
(trace(Φ(π))2 − 4).

If trace(Φ(π)) < 2, then λ1 6= λ2 with |λj | = 1 for j = 1, 2; hence, x = 0 is stable. If trace(Φ(π)) > 2, then
λ1, λ2 ∈ R with λ1 > 1, which implies that x = 0 is unstable.

If one denotes the principal fundamental matrix solution via Φ(t) = (x (t)y(t)), then

trace(Φ(π)) = x1(π) + ẏ1(π);

hence, one can paraphrase Lemma 2.53 to say that if

x1(π) + ẏ1(π) > 2, (2.36)

then the trivial solution is unstable.
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3. The manifold theorems

Consider the two systems
ẋ = Ax , (3.1)

and
ẋ = Ax + r(x ), (3.2)

where |r(x )| = O(|x |2). As a consequence of Theorem 2.29 the behavior of the flow associated with
equation (3.1) is completely understood. The stability results in Corollary 2.37 and Corollary 2.38 state
that the solution behavior for these systems is asymptotically equivalent if σc(A) = ∅ with the additional
condition that either σs(A) = ∅ or σu(A) = ∅. What if the second addition is not the case?

The first goal herein is to show that as long as σc(A) = ∅, then the flow associated with equation (3.2)
is qualitatively similar to that for equation (3.1). In particular, this will imply that if σu(A) 6= ∅, then the
solution x = 0 to equation (3.2) is unstable.

As seen in the discussion leading to equation (4.3) it can be assumed that

A = diag(As,Au),

where As,u ∈ R(ns,nu)×(ns,nu) with ns + nu = n, and σ(As,u) = σs,u(As,u). Define the projection operators
Πs,u by

Πs := diag(1s,0 ), Πu := diag(0 ,1u),

where 1s,u ∈ R(ns,nu)×(ns,nu). Note that the projection operators satisfy the properties

ΠsΠu = ΠuΠs = 0 , Π2
s,u = Πs,u, Πs + Πu = 1; (3.3)

furthermore,
Πs,ueAt = eAtΠs,u. (3.4)

As a consequence of Theorem 2.29 one has that there exists a C,α, β ∈ R+ such that

|eAtΠs| ≤ Ce−αt, t ≥ 0; |eAtΠu| ≤ Ceβt, t ≤ 0. (3.5)

Let ε0 ∈ R+ be such that for 0 < ε ≤ ε0,

C

(
1
α

+
1
β

)
ε < 1, (3.6)

and let δ1 ∈ R+ be such that for |x | ≤ δ1, |r(x )| ≤ ε0|x |. Since r(x ) is smooth and satisfies the estimate
|r(x )| = O(|x |2), for each given η ∈ R+ sufficiently small there exists a δη ∈ R+ such that if |x 1|,x 2| ≤ δη,
then

|r(x 2)− r(x 1)| ≤ η|x 2 − x 1|.

Let δ2 ∈ R+ be such that if |x 1|, |x 2| ≤ δ2, then

|r(x 2)− r(x 1)| ≤ ε0|x 2 − x 1|. (3.7)

Set
X := C0([0,+∞); Rn), ‖x‖ := sup

t≥0
|x (t)|,

and for δ0 := min{δ1, δ2},
D := {x (t) ∈ X : ‖x‖ ≤ δ0}.

Now let x 0 ∈ Rn be given so that Πsx 0 = x 0; furthermore, suppose that

|x 0| ≤
1
C

[
1− C

(
1
α

+
1
β

)
ε0

]
δ0. (3.8)
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Note that for equation (3.1) the resulting solution satisfies

|x (t)| ≤ Ce−αt|x 0| ≤
[
1− C

(
1
α

+
1
β

)
ε0

]
δ0. (3.9)

The second inequality follows from equation (3.8). For such an x 0, define the mapping T : X 7→ X by

T y := x (t) +
∫ t

0

eA(t−s)Πsr(y(s)) ds−
∫ +∞

t

eA(t−s)Πur(y(s)) ds. (3.10)

The last integral is well-defined as a consequence of equation (3.5). If y ∈ D, then one has that

|T y | ≤ Ce−αt|x 0|+ Cε0‖y‖
∫ t

0

e−α(t−s) ds+ Cε0‖y‖
∫ +∞

t

eβ(t−s) ds,

i.e.,

‖T y‖ ≤ C|x 0|+ C

(
1
α

+
1
β

)
ε0δ0.

As a consequence of equation (3.9) one then has that T : D 7→ D. Upon using equation (3.7) one further
has that for y1,y2 ∈ D,

‖T y2 − T y1‖ ≤ C

(
1
α

+
1
β

)
ε0‖y2 − y1‖.

Hence, by equation (3.6) one has that T : D 7→ D is a contraction map, so that by Theorem 2.34 the
mapping has a unique fixed point y s ∈ D.

Differentiating with respect to t and using equation (3.3) yields that y s is a bounded solution to equa-
tion (3.2) with the initial condition

y s(0) = x 0 −
∫ +∞

0

e−AsΠur(y s(s)) ds.

Thus, for each bounded solution to equation (3.1) there exists a corresponding unique bounded solution to
equation (3.2). Note that

Πsy s(0) = x 0, Πuy s(0) = −
∫ +∞

0

e−AsΠur(y s(s)) ds;

hence, there exists an hs : Es 7→ Eu given by

hs(x 0) := −
∫ +∞

0

e−AsΠur(y s(s)) ds,

such that for the initial condition y(0) = x 0 + hs(x 0) one has a bounded solution to equation (3.2). It is a
nontrivial exercise to show that if r(x ) is Cr for some r ∈ N, then hs is Cr−1.

Now let 0 < α̃ < α be given, and It is clear that

|r(x )| ≤ K|x |2 ≤ Keα̃t|x |2,

so that for the fixed point y s to equation (3.10) one has the estimate

eα̃t|y s(t)| ≤ Ce−(α−α̃)t|x 0|+ CK

∫ t

0

e−(α−α̃)(t−s)e2α̃s|y s(s)|2 ds+ CK

∫ +∞

t

e(β+α̃)(t−s)e2α̃s|y s(s)|2 ds.

If one defines the norm
‖x‖w := sup

t≥0
eα̃t|x (t)|,

then from the above one gets that

‖y s‖w ≤ C|x 0|+ CK

(
1

α− α̃
+

1
β + α̃

)
‖y s‖2w.
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Hence, if |y s(0)| < C|x 0| + O(|x 0|2), which is possible since |hs(x 0)| = ε0O(δ0) and |x 0| = O(δ0), one has
that ‖y s‖w ≤ C|x 0|. This implies that

|y s(t)| ≤ C|x 0|e−α̃t. (3.11)
Upon using equation (3.3) and equation (3.4) one further has that

Πuy s(t) = −
∫ +∞

t

eA(t−s)Πur(y s(s)) ds,

so that by using equation (3.11) one can conclude that

lim
t→+∞

|Πuy s(t)| = 0.

Thus, the bounded solutions decay exponentially fast as t → +∞; furthermore, they approach Es in the
limit.
Remark 3.1. There is an analogous result for t ∈ R−; in particular, the bounded solutions for t ≤ 0 decay
exponentially fast and approach Eu as t→ −∞.

For equation (3.1) one has the existence of invariant subspaces on which the behavior of the flow is
completely characterized (see Theorem 2.29). One cannot expect invariant subspaces for the nonlinear
system of equation (3.2); however, perhaps one can expect invariant surfaces which are realized as a smooth
deformation of a subspace.
Definition 3.2. A space X is a topological manifold of dimension k if each point x ∈ X has a neighborhood
homeomorphic to the unit ball in Rk. In particular, the graphs of smooth functions are manifolds.

Armed with this definition and the above discussion, we are now able to state the manifold theorems for
equation (3.2). The proofs of these theorems in the case that σc(A) 6= ∅, as well as the implications of the
existence of the center-manifold W c, will be given at a later time.
Definition 3.3. Let N be a given small neighborhood of x = 0 . The stable manifold, W s, is

W s := {x 0 ∈ N : φt(x 0) ∈ N ∀ t ≥ 0 and φt(x 0) → 0 exponentially fast as t→ +∞}.

The unstable manifold, W u, is

W u := {x 0 ∈ N : φt(x 0) ∈ N ∀ t ≤ 0 and φt(x 0) → 0 exponentially fast as t→ −∞}.

The center manifold, W c, is invariant relative to N , i.e., if x 0 ∈ W c, then φt(x 0) ∈ W c ∩ N for all t ∈ R.
Furthermore, W c ∩W s = W c ∩W u = {0}.

As already stated, as a consequence of Theorem 2.29 one knows that the above manifolds exist for linear
systems; furthermore, the manifolds in this case are actually linear subspaces. The below results show that
the inclusion of the nonlinear term r(x ) only serves to “bend” these linear subspaces into smooth surfaces
which are tangent to the subspace at the critical point.
Theorem 3.4 (Stable manifold theorem). There is a neighborhood N of x = 0 and a Cr−1 function
hs : N ∩ Es 7→ Ec ⊕ Eu such that W s = graph(hs).
Theorem 3.5 (Unstable manifold theorem). There is a neighborhood N of x = 0 and a Cr−1 function
hu : N ∩ Eu 7→ Es ⊕ Ec such that Wu = graph(hu).
Theorem 3.6 (Center manifold theorem). There is a neighborhood N of x = 0 and a Cr−1 function
hc : N ∩ Ec 7→ Eu ⊕ Es such that graph(hu) is a W c.

Remark 3.7. One further has that:

(a) dim(W s,c,u) = dim(Es,c,u)

(b) The manifolds are invariant, i.e., if x 0 ∈W s,c,u, then φt(x 0) ∈W s,c,u for all t ∈ R

(c) W s,c,u is tangent to Es,c,u at x = 0

(d) The dynamical behavior on W s and W u is determined solely by the linear behavior

(e) W c is not unique. For example, consider the system

ẋ = x2, ẏ = −y.
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4. Stability analysis: the direct method

Consider the autonomous systems
ẋ = f (x ), (4.1)

where f ∈ C2(Rn) is such that f (0 ) = 0 . The stability results presented in Section 3 rely upon a spectral
analysis of Df (0 ). Even in the case of stability, no indication is given as to how close the initial data must
be to the equilibrium solution in order to guarantee stability. Furthermore, the results contained therein
leave open the question of stability in the case that σc(A) 6= ∅. In this section we will approach the stability
question from a different perspective.

4.1. The ω-limit set

Before the dynamics associated with equation (4.1) can be carefully studied, a mathematical description
of the associated long-time asymptotics is necessary. In particular, a meaningful way to describe what it
means for a time-dependent solution to be stable is necessary. The goal of this subsection is to develop this
technology.

Definition 4.1. Let the unique solution to equation (4.1) be denoted by φt(x ). One says that φt is the flow
defined by the vector field f (x ).

Restating Theorem 1.16, Theorem 1.17, and Lemma 1.18 in terms of the flow yields:

Lemma 4.2. The flow associated with equation (4.1) satisfies

(a) φ0(x ) = x

(b) φs+t(x ) = φt[φs(x )] = φs[φt(x )]

(c) φt[φ−t(x )] = x .

Furthermore, the flow is as smooth as f (x ).

Lemma 4.3. If φt(x ∗) = x ∗ for all t ≥ 0, then x ∗ is a critical point. If φT (x ) = x and φt(x ) 6= x for all
t ∈ (0, T ), then φt(x ) is a periodic orbit with period T .

In addition to talking about the flow associated with a single starting value, one can discuss the flow of
sets:

Definition 4.4. The flow of a set K ⊂ Rn is given by

φt(K) :=
⋃

x∈K
φt(x ).

Example. If Γ is a periodic orbit, then φt(Γ) = Γ.

Definition 4.5. Let p ∈ Rn be given. The positive orbit, γ+(p), is given by

γ+(p) :=
⋃
t≥0

φt(p),

and the negative orbit, γ−(p), is given by

γ−(p) :=
⋃
t≤0

φt(p),

The orbit, γ(p), is given by γ(p) := γ−(p) ∪ γ+(p).

We are now in position to describe the long-time asymptotics of the flow.
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Definition 4.6. The ω-limit set is given by

ω(p) :=
⋂
τ≥0

{φt(p) : t ≥ τ},

and the α-limit set is given by

α(p) :=
⋂
τ≤0

{φt(p) : t ≤ τ}.

Remark 4.7. It is an exercise to show that

ω(p) = {y ∈ Rn : φtk(p) → y as tk → +∞}, α(p) = {y ∈ Rn : φtk(p) → y as tk → −∞}.

The following result completely characterizes the properties of the ω-limit set in the case of bounded
solutions.

Lemma 4.8. Suppose that γ+(p), (γ−(p)) is bounded. Then ω(p), (α(p)) is a closed, nonempty, connected,
invariant set.

Proof: The proof will only be given for ω(p), as that for α(p) is similar. Let K ⊂ Rn be a compact set
such that γ+(p) ⊂ K. By supposition, for each τ ≥ 0

{φt(p) : t ≥ τ} ⊂ K,

so that {φt(p) : t ≥ τ} is compact. In addition, {φt(p) : t ≥ τ} is connected for each τ ≥ 0. Finally, for
each τ2 > τ1,

{φt(p) : t ≥ τ2} ⊂ {φt(p) : t ≥ τ1}.

Hence, ω(p) is the intersection of a nested family of compact connected sets, so by the Bolzano-Weierstrass
theorem ω(p) is nonempty compact connected set.

Now let us show that ω(p) is invariant. Let y ∈ ω(p) be given. By Remark 4.7 there exists an increasing
sequence {tn} with tn →∞ such that φtn(p) → y as n→∞. By Lemma 4.2

φtn+t(p) = φt[φtn(p)],

so by continuity one gets that
lim
n→∞

φtn+t(p) = φt(y).

Since tn + t→∞ as n→∞ for any fixed t ∈ R, one then has that

lim
n→∞

φtn+t(p) ∈ ω(p);

hence, φt(y) ∈ ω(p).

Critical points and periodic orbits correspond to invariant sets. What other type of orbits are to be found
in ω(p)? Two examples are:

Definition 4.9. Consider equation (4.1), where f (p0) = 0 and f (p±) = 0 for p− 6= p+. A homoclinic
orbit satisfies

lim
t→±∞

φt(x 0) = p0.

A heteroclinic orbit satisfies
lim

t→±∞
φt(x 0) = p±.
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4.2. Lyapunov functions

The goal is to determine the stability of the critical point through the use of generalized energy functions.
Definition 4.10. The C1 function V : Rn 7→ R is positive definite if V (0 ) = 0 and V (x ) > 0 for x 6= 0 .
The function is negative definite if −V (x ) is positive definite.

If V (x ) is positive definite, and if V is C3, then one has ∇V (x ) = 0 with σ(D2V (0 )) = σu(D2V (0 )).
Furthermore, the level set V (x ) = ε has a ”nice” component surrounding x = 0 for ε > 0 sufficiently small.
For example, consider

V (x ) =
1
2
x2

2 +
∫ x1

0

g(s) ds, (4.2)

where g(0) = 0 and yg(y) > 0 for all y 6= 0. Since yg(y) > 0 implies that
∫ x1

0
g(s) ds > 0, this choice of V is

a positive definite function.
Along trajectories one has that

V̇ = ∇V (x ) · ẋ
= ∇V (x ) · f (x )
= |∇V (x )| |f (x )| cos θ.

For example, for the planar system
ẋ1 = x2, ẋ2 = −g(x1),

the function given in equation (4.2) satisfies V̇ = 0, i.e., it is constant along trajectories. Since ∇V (x ) is the
outward pointing normal to the level set V (x ) = ε, a minimal condition for the set bounded by V (x ) = ε
to be invariant is that ∇V (x ) · f (x ) ≤ 0, as under this constraint the vector field is either parallel or points
into the set. If V̇ > 0, then the vector field points out of the set. This observation leads to the following
result:
Theorem 4.11 (Lyapunov’s Stability Theorems). Suppose that V : Rn 7→ R is positive definite. Consider
equation (4.1). If

(a) ∇V (x ) · f (x ) ≤ 0, then x = 0 is stable

(b) ∇V (x ) · f (x) < 0, then x = 0 is asymptotically stable

(c) ∇V (x ) · f (x ) > 0, then x = 0 is unstable.

Proof: (a) For each r > 0 set B(r) := {x ∈ Rn : |x | < r}. Let Ω be the region containing the origin such
that V (x ) is positive definite on Ω with ∇V (x ) · f (x ) ≤ 0. Since V (x ) is positive definite, there is an r0 > 0
such that B(r0) ⊂ Ω. Let x 0 ∈ B(r0) be given, and let the solution emanating from x 0 be denoted by φ(t).
By Theorem 1.16 and Theorem 1.20 there is a 0 < β(x 0) ≤ +∞ such that β(x 0) is maximal and φ(t) exists
for all t ∈ [0, β(x 0)). By hypothesis and the Fundamental Theorem of Calculus,

V (φ(t))− V (x 0) =
∫ t

0

dV
ds

ds =
∫ t

0

∇V (φ(s)) · f (φ(s)) ds ≤ 0;

hence, V (φ(t)) ≤ V (x 0) for all t ∈ [0, β(x0)). As a consequence of Theorem 1.16, φ(t) 6= 0 for all t. Since
V (x ) is positive definite, one can then conclude that 0 < V (φ(t)) ≤ V (x 0).

Let ε > 0 be given with 0 < ε ≤ r0, and set

Sε := {x ∈ Rn : ε ≤ |x | ≤ r0}.

Since V (x ) is continuous and Sε is closed, there exists a

0 < µ := min
x∈Sε

V (x ).

The left-hand inequality arises since V (x ) is positive definite. Since V (0 ) = 0, there is a 0 < δ < µ such that
if |x 0| < δ, then V (x 0) < µ. Thus, if |x 0| < δ, 0 < V (φ(t)) < µ for all t ∈ [0, β(x 0)). By the definition of µ
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this implies that φ(t) /∈ Sε, so that |φ(t)| < ε for all t ∈ [0, β(x 0)). Hence, β(x 0) = +∞, and the solution is
stable.

(b) Since x = 0 is stable, it must now be shown that limt→+∞ φ(t) = 0. Since V (x ) is positive definite, it
is enough to show that limt→+∞ V (φ(t)) = 0. Suppose that there exists an 0 < η < r0 such that V (φ(t)) ≥ η
for all t ≥ 0. Since V (x ) is continuous, there is a δ > 0 such that if |x | < δ, then V (x ) < η. Since
V (φ(t)) ≥ η, it must be true that |φ(t)| ≥ δ for all t ≥ 0. Set

Sδ := {x ∈ Rn : δ ≤ |x | ≤ r0},

and consider V ∗(x ) := −∇V (x ) · f (x ) on Sδ. By hypothesis V ∗(x ) > 0 is continuous on Sδ, so that there
is a

0 < µ := min
x∈Sδ

V ∗(x ).

Since 0 /∈ Sδ, and since φ(t) ∈ Sδ for all t ≥ 0, one has that

−V̇ (φ(t)) = V ∗(φ(t)) ≥ µ.

From the Fundamental Theorem of Calculus one then gets that

V (x 0)− V (φ(t)) =
∫ t

0

V ∗(φ(s)) ds ≥ µt;

hence, V (φ(t)) ≤ V (x 0)− µt. For t > V (x 0)/µ one then has that V (φ(t)) < 0, which is a contradiction.
(c) By the Fundamental Theorem of Calculus one has that for each t2 > t1 ≥ 0,

V (φ(t2))− V (φ(t1)) =
∫ t2

t1

∇V (φ(s)) · f (φ(s)) ds > 0;

hence, V (φ(t)) is a strictly increasing function. Let T > 0 be the first time that |φ(T )| = r0, and if no such
T exists, set T = +∞. As in the proof of (b), |φ(t)| ≥ δ for all t ∈ [0, T ]; hence, on the set Sδ one has
∇V (φ(t)) · f (φ(t)) ≥ µ and consequently V (φ(t)) ≥ V (x 0) + µt. Since V (x ) ≤ M for |x | ≤ r0, this yields
T < +∞.

Remark 4.12. The statement of part Theorem 4.11(c) can be weakened in the following manner [4, Exer-
cise 1.38]. Suppose that V (x ) : Rn 7→ R is C1 and satisfies

(a) V (0 ) = 0

(b) ∇V (x ) · f (x ) > 0

(c) V (x ) takes positive values in each sufficiently small neighborhood of x = 0 .

Then x = 0 is unstable.
For an example, consider equation (4.1) under the assumptions that σ(A) ⊂ R, and that each λ ∈ σ(A) is

semi-simple. As previously discussed, the second assumption is generic. There then exists a nonsingular ma-
trix P ∈ Rn×n such that P−1AP = Λ, where Λ := diag(λ1, . . . , λn). Upon setting x = Py , equation (4.1)
becomes the system

ẏ = Λy + g(y), g(y) := P−1r(Py). (4.3)

Note that |g(y)| = O(|y |2) for y sufficiently close to the origin. Furthermore, since P is nonsingular, any
stability statements made regarding equation (4.3) immediately apply to equation (4.1).

Now define the positive definite function

V (y) :=
1
2

n∑
i=1

y2
i .

One has that for equation (4.3),

V̇ (t) =
n∑
i=1

yiẏi =
n∑
i=1

λiy
2
i +

n∑
i=1

yigi(y).
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For each ε > 0 there is a δ > 0 such that if |y | < δ, then |gi(y)| < ε|y |. This follows from the fact that
|g(y)| = O(|y |2). Suppose that σ(A) = σs(A); hence, there exists a µ ∈ R+ such that λi ≤ −µ < 0 for all
i. If ε < µ/2, then one has that

V̇ (t) ≤
n∑
i=1

(λi + ε)y2
i < −µ

2
|y |2 < 0,

so by Theorem 4.11 y = 0 is asymptotically stable. Similarly, it can be shown that if σ(A) = σu(A), then
y = 0 is unstable, as in this case V̇ (t) > 0 for |y | < ε.
Remark 4.13. It is an exercise for the student to show that a saddle is unstable. The proof requires an
application of Remark 4.12.

The result of Theorem 4.11 is local in the sense that a definitive statement can be made only in a
sufficiently small neighborhood of a critical point. The next result gives one possible way to make the result
more global; furthermore, it precisely locates the ω-limit sets.
Theorem 4.14 (Invariance principle). Consider equation (4.1). Let V : Rn 7→ R be positive definite, and
for each k ∈ R+ set

Uk := {x ∈ Rn : V (x ) < k}.

Suppose that ∇V (x ) · f (x ) ≤ 0 on Uk. Set

S := {x ∈ Uk : ∇V (x ) · f (x ) = 0}.

For each x 0 ∈ Uk one has that ω(x 0) ⊂ S. In particular, if {0} ⊂ S is the largest invariant set in Uk, then
x = 0 is asymptotically stable.

Proof: The proof requires the material presented in Section 4.1. Since ∇V (x ) · f (x ) ≤ 0 on Uk, one has
that the set Uk is invariant under the flow; furthermore, V (φt(x 0)) ≤ V (φs(x 0)) ≤ V (x 0) for all s < t ∈ R+.
For a given x 0 ∈ Uk, let p ∈ ω(x 0). The existence of such a point is guaranteed by Lemma 4.8. By
Definition 4.6 one further has that V (p) ≤ V (φt(x 0)) for any t ∈ R+. Let {tn} ⊂ R+ be a monotone
increasing sequence with tn → +∞ as n → +∞ such that φtn(x 0) → p as n → +∞. By continuity
one has that V (φtn(x 0)) → V (p) as n → +∞. The continuous dependence of solutions on initial data
(see Theorem 1.17) implies that for n ∈ N sufficiently large and t ∈ R sufficiently small one has that
|φt+tn(x 0) − φt(p)| is small. Consequently, by continuity one has |V (φt+tn(x 0)) − V (φt(p))| is small for
n ∈ N sufficiently large and t ∈ R sufficiently small. Suppose that p /∈ S, so that V̇ (p) < 0. One then has
that

V (φt(p)) < V (p) < V (φ−t(p)), 0 < t� 1,

so by continuity one has that for n ∈ N sufficiently large,

V (φtn+t(x 0)) < V (φtn(x 0)) < V (φtn−t(x 0)).

Continuity then yields that V (φtn+t(x 0)) < V (p) for n ∈ N sufficiently large and 0 < t � 1 sufficiently
small. This is a contradiction; hence, one must have p ∈ S.

The stability of x = 0 follows immediately from Theorem 4.11. Since ω(x 0) ⊂ S, one has that
dist(φt(x 0), S) → 0 as t → +∞. If {0} ⊂ S is the largest invariant set in Uk, then one gets that x = 0 is
asymptotically stable.

For an example, consider van der Pol’s equation,

ẍ+ 2µ(1− x2)ẋ+ x = 0, µ > 0.

In Lienard form it is written as

ẋ1 = −2µx1(1− x2
1/3) + x2, ẋ2 = −x1.

Consider the positive definite function V (x ) = (x2
1 + x2

2)/2. One has that

∇V (x ) · f (x ) = −2µx2
1(1− x2

1/3).
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If one sets
U3/2 = {x ∈ R2 : V (x ) < 3/2},

then ∇V (x ) · f (x ) ≤ 0 for x ∈ U3/2. Set

S = {x ∈ U3/2 : x1 = 0}.

Now, ẋ1 = x2 6= 0 except at (0, 0). Hence, the origin is the largest invariant set in S, so by Theorem 4.14
x = 0 is asymptotically stable.

4.2.1. Example: Hamiltonian systems

Hamilton’s equations of motion are given by

q̇i =
∂H

∂pi
, ṗi = −∂H

∂qi
, i = 1, . . . , n, (4.4)

where H = H(p, q) ∈ C2(R2n). Note that upon setting x := (q ,p)T equation (4.4) can be written as

ẋ = J∇H(x ), J :=
(

0 1

−1 0

)
. (4.5)

For example, if one considers
ẍ+ f(x) = 0 (4.6)

then by setting (q, p) := (x, ẋ) one has the Hamiltonian

H(p, q) =
1
2
p2 + F (q), F (q) :=

∫ q

0

f(s) ds. (4.7)

In equation (4.7) one has the physical interpretation that p2/2 is the kinetic energy and F (q) is the potential
energy. One has that

Ḣ =
n∑
i=1

∂H

∂qi
q̇i +

n∑
i=1

∂H

∂pi
ṗi = 0;

hence, one can use the Hamiltonian as a Lyapunov function. Without loss of generality one can assume that
H(0 ) = 0. If ∇H(0 ) = 0 , i.e., if x = 0 is a critical point for equation (4.5), and if H is positive definite,
i.e., σ(D2H(0 )) = σu(D2H(0 )), then by Theorem 4.11 the origin is stable. The conclusion still follows if
H is negative definite, i.e., σ(D2H(0 )) = σs(D2H(0 )), if instead of taking H as the Lyapunov function one
takes −H.

Now assume that

H(p, q) =
1
2

n∑
i=1

p2
i + φ(q),

where φ(0 ) = 0 and ∇φ(0 ) = 0 . Upon a change of coordinates one can write

φ(q) =
1
2

n∑
i=1

aiq
2
i +O(|q |3).

In this new coordinate system the Hamiltonian equations are

q̇i = pi, ṗi = −aiqi +O(|q |2).

The linearization about the critical point yields the eigenvalues λ = ±
√
−ai. Note that these eigenvalues

are generally semi-simple. If φ is positive definite, i.e., if ai ∈ R+ for each i, then it is easy to show that H
is positive definite; hence, the origin is stable. If ai ∈ R− for some (but not all) i, i.e., if φ is not positive
definite at q = 0 , then the origin is a saddle point, and by Remark 4.13 is consequently unstable.
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For example, again consider equation (4.6), with the associated Hamiltonian given in equation (4.7).
Assume that F ′(0) = f(0) = 0, and note that F ′′(0) = f ′(0). From the above discussion one has that
if f ′(0) < 0, then the origin is unstable, whereas if f ′(0) > 0 the origin is stable. Thus, minima of F
correspond to stable critical points, while maxima correspond to unstable critical points. This corresponds
to the physical intuition that minimum points of the potential energy are stable, while maximum points are
unstable.
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5. Periodic Solutions

Again consider the autonomous system
ẋ = f (x ), (5.1)

where f : Rn 7→ Rn is smooth. Recall that from Lemma 4.8 it is known that for bounded trajectories the
ω-limit set is compact, connected, and invariant. In Section 4 some conditions were given which guaranteed
that this set was the critical point x = 0 . In this section we will be concerned with the existence and
nonexistence of periodic solutions. Most of the results given herein will be applicable only in the case that
n = 2, as the topology of the plane allows one to make more definitive statements regarding the ω-limit set.
In fact, unless otherwise stated it will henceforth be assumed that n = 2.

5.1. Nonexistence: Bendixson’s criterion

In this subsection we will give a criteria which guarantees that no solutions exist to equation (5.1). Before
doing so, however, one needs to be re-acquainted with Green’s Theorem and the Divergence Theorem. This
in turn requires the following characterization of closed continuous curves γ ⊂ R2.

Theorem 5.1 (Jordan Curve Theorem). A simple closed continuous curve γ ⊂ R2 divides the plane into
two connected components. One is bounded, and is called the interior of γ, and the other is unbounded and
called the exterior of the γ. Each component has γ as its boundary.

Definition 5.2. If γ ⊂ R2 satisfies the Jordan Curve Theorem, set int(γ) to be the interior of γ, and ext(γ)
to be the exterior of γ.

Theorem 5.3. Let f = (f1, f2) : R2 7→ R2 be smooth. Let γ ⊂ R2 be a Jordan curve bounding a domain
D. One has the following results:

(a) Green’s theorem:

∮
γ

f · dR =
∫∫

D

(∂x1f2 − ∂x2f1) dA

(b) Divergence theorem:

∮
γ

f1dx2 − f2dx1 =
∫∫

D

∇ · f dA,

where ∇ · f := ∂x1f1 + ∂x2f2.

If in Theorem 5.3 one thinks of γ as representing a invariant Jordan curve, e.g., a periodic orbit, for
equation (5.1), then one can interpret Green’s Theorem and the Divergence Theorem as giving necessary
conditions on the vector field for the existence of γ. In particular:

Theorem 5.4 (Bendixson’s criterion). Consider equation (5.1) when n = 2. Let Ω ⊂ R2 be a simply
connected region. If ∇ · f (x ) 6= 0 for all x ∈ Ω, then the system has no invariant Jordan curves contained
in Ω.

Proof: Suppose that there is an invariant Jordan curve γ ⊂ Ω. Parameterize the curve so that it is traversed
once in the counterclockwise direction for 0 ≤ t ≤ 1. Set D := int(γ). Since the curve is invariant one has
that the vector field f is tangent at all points; consequently, one can say without loss of generality that
ẋi = fi(x ) along the curve. One then has that∮

γ

f1dx2 − f2dx1 =
∫ 1

0

(f1
dx2

dt
− f2

dx1

dt
) dt = 0.

By Theorem 5.3(b) this then implies that ∫∫
D

∇ · f dA = 0,

which contradicts the assumption that ∇ · f never changes sign. Hence, γ does not exist.
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For the first example, recall that in Section 4.2 van der Pol’s equation, in Lienard form, was given by

ẋ1 = −2µx1(1− x2
1/3) + x2, ẋ2 = −x1.

Further recall that if x (t) ∈ Us := {x ∈ R2 : x2
1 + x2

2 < 3} for any value of t, then x (t) ∈ Us for all t ∈ R
with x (t) → 0 as t→∞. Now, ∇ · f = −2µ(1− x2

1). Upon setting

U1
+ := {x ∈ R2 : x1 > 1}, U1

− := {x ∈ R2 : x1 < −1},

an application of Theorem 5.4 then yields that any periodic solution γ must satisfy γ ⊂ R2\Us with γ 6⊂ U1
±

and either (or both) γ ∩ U1
± 6= ∅.

For the second example, consider
ẍ+ p(x)ẋ+ q(x) = 0.

Suppose that p(x) > 0 (damping). For the system

ẋ1 = x2, ẋ2 = −q(x1)− p(x1)x2

one has that ∇· f = −p(x1) < 0. Hence, by Theorem 5.4 no periodic solution exists. In fact, if q(0) = 0 and
xq(x) > 0 for all x 6= 0, then by using the appropriate Lyapunov function one has that for any x0, x(t) → 0
as t→∞.

5.2. Existence: Poincaré-Bendixson Theorem

Now that one has criteria for which no periodic solutions exist, it is time to develop conditions under
which one can guarantee the existence of such solutions. The notation and ideas presented in Section 4.1
will be used extensively here.

Again consider equation (5.1) in the case that n = 2. Let γ := {φt(p) : 0 ≤ t ≤ T} be a periodic orbit
with minimal period T . Let v ∈ R2 be chosen so that v · f (p) = 0. The vector v is said to be transversal
to γ at the point p. For ε > 0 set

Lε := {x ∈ R2 : x = p + av , |a| ≤ ε}.

Lε is said to be a transversal section to γ at p. Since f (p) 6= 0 , ε > 0 can be chosen sufficiently small so
that Lε ∩ γ = {p}, and that all orbits crossing Lε do so in the same direction.
Lemma 5.5. There is a δ > 0 such that if x 0 ∈ Lδ, then there is a continuous T (x 0) > 0 with limx0→p T (x 0) =
T such that

φT (x0)(x 0) ∈ Lε.

Proof: Since f is smooth, the flow φt(x ) depends smoothly on x . Applying the Implicit Function Theorem
to G(t,x ) := v · f (φt(x )) (note that G(T,p) = 0) yields the result.

Remark 5.6. If f : Rn 7→ Rn, the transversal section is defined by

Σ := {x ∈ Rn : x = p +
n−1∑
i=1

aiv i, |ai| ≤ ε},

where {v1, . . . , vn−1} is a linearly independent set which satisfies v i · f (p) = 0 for all i.
Lemma 5.5 allows one to define a smooth map near a periodic orbit.

Definition 5.7. The return time map is given by T (x ), and the Poincaré map is given by Π(x ) = φT (x)(x ).
Lemma 5.5 allows one to understand the dynamics near a periodic orbit via a study of a map, versus

the study of the full flow. The advantage to this approach is that the dimensionality is reduced by one.
However, even in the case that n = 2 this does not necessarily imply that the problem is easy (e.g., see [7,
Chapter 3]). However, one recovers periodic orbits quite easily as fixed points of Π.
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Lemma 5.8. Let x 0 ∈ Σ, where Σ is defined in Remark 5.6. Π(x 0) = x 0 if and only if φt(x 0) is a periodic
orbit with minimal period T (x 0).

Proof: By definition, Π(x 0) = x 0 if and only if φT (x0)(x 0) = x 0 for some T (x 0) > 0. The result now
follows from Theorem 1.16.

Consider equation (5.1) when n = 2. Suppose that there is a section L ⊂ R2 such that for the orbit φt(p)
one can define a Poincaré map Π : L 7→ L. Without loss of generality it can be assumed that L is a subset of
the x1-axis, so that the map can be represented by (x1, 0) 7→ (Π(x1), 0). By Theorem 1.16 and smoothness
one has that the map is a diffeomorphism. For a given point (x1, 0) ∈ L, one has three possibilities for the
map: (a) Π(x1) = x1, (b) Π(x1) > x1, or (c) Π(x1) < x1. Case (a) implies that (x1, 0) is contained in
a periodic orbit. The uniqueness of solutions implies in cases (b) and (c) that the sequence {Πj(x1)} will
either be monotone increasing (case (b)) or decreasing (case (c)) for all j ∈ N. If one assumes that γ+(p) is
bounded, then one has that the sequence is bounded, and hence has a limit point. The following theorem
allows one to characterize the orbits associated with these limit points.
Theorem 5.9 (Poincaré-Bendixson Theorem). Consider equation (5.1) under the assumptions that n = 2
and that there exist only a finite number of critical points. Suppose that for some p ∈ R2, γ+(p) is bounded.
Then one of the following holds:

(a) ω(p) is a critical point

(b) ω(p) is a periodic orbit

(c) ω(p) is the union of finitely many critical points and perhaps a countably infinite set of connecting
orbits

In cases (b) and (c) ω(p) satisfies the Jordan Curve Theorem.

Proof: E.g., see [17, Chapter 4.3]. The basic idea is to carefully study the properties of the relevant Poincaré
map.

Remark 5.10. One has that:

(a) if γ−(p) is bounded, then there is a similar result for α(p)

(b) case (c) allows the existence of heteroclinic and homoclinic orbits

An easy consequence of Theorem 5.9, which is especially useful in applications, is the following:
Corollary 5.11. If there is a positively invariant region Ω which contains no critical points, then Ω contains
at least one periodic orbit.

If γ ⊂ R2 is a periodic orbit, one can characterize its stability in the following manner.
Definition 5.12. A periodic orbit γ ⊂ R2 is a limit cycle if there is a p1 ∈ int(γ) and p2 ∈ ext(γ) such
that either ω(p1) = ω(p2) = γ or α(p1) = α(p2) = γ.

5.2.1. Examples

Example (I). Consider

ẋ1 = βx1 − x2 + (3x2
1 + 2x2

2)x1, ẋ2 = x1 + βx2 + (3x2
1 + 2x2

2)x2.

In polar coordinates (x1 := r cos θ, x2 := r sin θ) the system is

ṙ = r(β + (2 + cos2 θ)r2), θ̇ = 1.

If β > 0, then ṙ > 0, so that all solutions are unbounded as t → +∞; hence, there exist no periodic orbits.
As t→ −∞ all trajectories approach the origin.
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Suppose that β < 0. For 0 < ε� 1 consider the annulus

Dε := {(r, θ) : − β

3− ε
< r2 < − β

2 + ε
}.

Since r(β+2r2) < ṙ < r(β+3r2), Dε is negatively invariant, i.e., the vector field points out on the boundary
of Dε. Thus, if p ∈ Dε, γ

−(p) satisfies the hypotheses of the Poincaré-Bendixson theorem. Since Dε contains
no critical points, α(p) is a periodic orbit.

Unfortunately, the Poincaré-Bendixson theorem says nothing about the number of periodic orbits in Dε.
However, since Dε is an annulus (which is not simply connected), by appropriately modifying the proof to
the Bendixson criterion (see [15, p. 262]) one cay say the following.

Lemma 5.13. Consider ẋ = f (x ), where f : R2 7→ R2 is smooth. Suppose that there is an annular region
Ω ⊂ R2 such that ∇ · f (x ) 6= 0 for all x ∈ Ω. Then there exists at most one periodic orbit γ ⊂ Ω.

Example (I (cont.)). A routine calculation shows that

∇ · f (x ) = 2(β + 2(2 + cos2 θ)r2),

so that ∇ · f (x ) > 0 for r2 > −β/4. Thus, ∇ · f (x ) > 0 for all x ∈ Dε, so that by Lemma 5.13 there is
only one periodic solution contained in Dε. Also, ṙ < 0 for r2 < −β/3 and ṙ > 0 for r2 > −β/2 implies that
neither of these regions contains a periodic orbit. Hence, the periodic orbit contained in Dε is unique.

Remark 5.14. In general, an invariant region may contain more than one periodic orbit. Consider

ṙ = −r(r − 1)(r − 2), θ̇ = 1.

The annulus

D := {(r, θ) :
1
2
< r2 <

5
2
}

is positively invariant, and contains the two periodic orbits r = 1, 2.

Example (II). Recall that Van der Pol’s equation, in Lienard form, is given by

ẋ1 = −2µx1(1− x2
1/3) + x2, ẋ2 = −x1.

Suppose that µ < 0. It can be shown that the set Sneg := {x ∈ R2 : x2
1 + x2 < 3} is negatively invariant;

furthermore, if x0 ∈ Sneg, then x(t) → 0 as t → −∞. Furthermore, it has been seen that any periodic
solution must intersect either (or both) of x1 = ±1.

Let us now show that such a periodic solution exists in a particular limit. Set ε := 1/|µ|, x̂2 := εx2, and
rewrite the equations (upon removing the hat) as

εẋ1 = 2x1(1− x2
1/3) + x2, ẋ2 = −εx1.

This is a singular system, for the vector field is not smooth as ε → 0+. Set s := t/ε, so that the equations
now become (′:= d/ds)

x′1 = 2x1(1− x2
1/3) + x2, x′2 = −ε2x1.

Let us first study this new system in the case ε = 0. The lines x2 = C are invariant, and on these lines
the ODE is given by

x′1 = 2x1(1− x2
1/3) + x2.

Thus, one can construct an invariant Jordan curve, say γ, composed of critical points and heteroclinic orbits.
It can be shown that given δ > 0 there is an ε0 > 0 and an open set U lying within a distance δ of γ such
that U is positively invariant for 0 < ε < ε0. This set U will contain no critical points, so by the Poincaré-
Bendixson theorem there will exist a periodic orbit in U . The proof is by picture, and uses the fact that
x′2 = −ε2x1 for ε > 0. The resulting periodic solution is an example of a relaxation-oscillation (a periodic
solution operating on different time scales). See [17, Chapter 12.3] for further details.
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Example (III). Let γ1 and γ2 be two invariant Jordan curves, and suppose that γ1 ⊂ int(γ2). Set D :=
int(γ2) ∩ ext(γ1). Suppose that there exist no critical points or periodic orbits in D. Let x 0 ∈ D be given.
Since D is bounded and invariant, ω(x 0) ⊂ D. Since D contains no critical points or periodic orbits, by
the Poincaré-Bendixson theorem one has that either ω(x 0) = γ1 or ω(x 0) = γ2. Without loss of generality,
suppose that ω(x 0) = γ1. Let us now show that for p ∈ D, ω(p) = γ1.

Suppose that there is an x 1 ∈ D such that ω(x 1) = γ2. Let ` be the line containing x 0 and x 1 which
transversely intersects γ1 and γ2. Pick a point x 2 ∈ ` which is between x 0 and x 1. By the uniqueness of
solutions, γ−(x 2) is trapped between γ+(x 0) and γ+(x 1), which implies that γ−(x 2) is uniformly bounded
away from both γ1 and γ2. By the Poincaré-Bendixson theorem α(x 2) is either a periodic orbit or contains
critical points. Since α(x 2) ⊂ D and α(x 2) ∩ (γ1 ∪ γ2) = ∅, this implies that D itself contains either a
periodic orbit or critical points. This is a contradiction; thus, ω(x 1) = γ1.

5.3. Index theory

Given a periodic orbit γ ⊂ R2, it is natural to inquire as to what types of orbits reside in int(γ). In
particular, does int(γ) necessarily contain critical points? If so, is the nature of the flow near the critical
point necessarily proscribed? An application of the following theorem yields an answer to the first question.
Theorem 5.15 (Brouwer’s fixed point theorem). Let U ⊂ Rn be homeomorphic to a closed ball in Rn. Let
g : U 7→ Rn be continuous and satisfy g(∂U) ⊂ U . Then g has at least one fixed point in U , i.e., there is
at least one x ∗ ∈ U such that g(x ∗) = x ∗.

Theorem 5.16. Let γ ⊂ R2 be an invariant Jordan curve. Then int(γ) contains at least one critical point.

Proof: If γ ⊂ R2 is a Jordan curve, then int(γ) is homeomorphic to a closed ball in R2. Since the flow is
continuous and satisfies φt(int(γ)) = int(γ), one can attempt to apply Theorem 5.15 to deduce the existence
of an equilibrium point.

For a given p ∈ int(γ) one has that φt(p) ∈ int(γ) for all t ≥ 0; in particular, this implies that for a
given t1 > 0 one has that φt1 : int(γ) 7→ int(γ). Thus, by Theorem 5.15 there is a p1 ∈ int(γ) such that
φt1(p1) = p1. Choose a decreasing sequence {tn} with limn→∞ tn = 0, and get the corresponding sequence
{pn} with φtn(pn) = pn.

Without loss of generality, suppose that limn→∞ pn = p∗. For each t ∈ R and any n ∈ N there is a
kn ∈ Z such that kntn ≤ t < (kn + 1)tn, so that 0 ≤ t − kntn < tn. Hence, given ε > 0 there is a δ > 0
such that if tn < δ, then |φt−kntn(pn)− pn| < ε/3. By using the smoothness of the flow, one has that there
is an N1 ≥ 1 such that if n > N1, then |φt(pn) − φt(p∗)| < ε/3. Finally, there is an N2 ≥ 1 such that
|pn − p∗| < ε/3 if n ≥ N2. Now, using the properties of the flow detailed in Lemma 4.2 one has that

φt(pn) = φt(φ−tn(pn)) = φt(φ−kntn(pn)) = φt−kntn(pn).

Thus, for N ≥ max{N1, N2} one has that

|φt(p∗)− p∗| ≤ |φt(p∗)− φt(pn)|+ |φt(pn)− pn|+ |pn − p∗| < ε.

This implies that φt(p∗) = p∗ for all t ∈ R, which means that p∗ is a critical point.

As seen in the next example, the result of Theorem 5.16 can be used to show that a system possesses no
invariant Jordan curves.
Example. Consider the system

ẋ1 = 1 + x2
2, ẋ2 = x1x2.

Since the system has no critical points, by Theorem 5.16 there exist no invariant Jordan curves. Note that
Bendixson’s criterion does not yield any information, as ∇ · f (x ) = x1.

Now that it is known that periodic orbits must contain critical points in the interior, the answer to
the question regarding the nature of the critical points can now be pursued. Rewrite equation (5.1) as the
nonautonomous scalar equation

dx2

dx1
=
f2(x1, x2)
f1(x1, x2)

.
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Set

tan θ :=
f2(x1, x2)
f1(x1, x2)

;

θ is the angle the vector field makes with the positive x1-axis. Let γ ⊂ R2 be a positively oriented Jordan
curve which does not contain any critical points of f . The index of f with respect to γ is given by

jf (γ) :=
1
2π

∮
γ

dθ =
1
2π

∮
γ

f1 df2 − f2 df1
f2
1 + f2

2

. (5.2)

jf (γ) represents the number of multiples of 2π the angle that f makes with the positive x1-axis changes as γ
is traversed once. One has that jf (γ) varies continuously with any continuous deformation of γ which does
not lead to encounters with critical points. As a consequence of [15, Theorem 3.12.1,Corollary 3.12.1] one
has that:

Lemma 5.17. Let γ ⊂ R2 be a positively oriented Jordan curve which does not contain any critical points
of f . Then

(a) if int(γ) does not contain any critical points, then jf (γ) = 0

(b) if γ1 and γ2 are Jordan curves with γ1 ⊂ int(γ2), and if there are no critical points in int(γ2)∩ext(γ1),
then jf (γ1) = jf (γ2).

As a consequence of Lemma 5.17, one can define the index of a critical point x 0 in the following manner.
Let γ be a Jordan curve such that x 0 ∈ int(γ) and that int(γ) contains no other critical points of f . Under
this scenario set

jf (x 0) := jf (γ).

If γ encloses a finite number of critical points, then a proper application of Lemma 5.17 (see [15, Theo-
rem 3.12.2]) yields the following:

Lemma 5.18. Let γ ⊂ R2 be a positively oriented Jordan curve whose interior contains the critical points
x 1, . . . ,xn. Then

jf (γ) =
n∑
k=1

jf (x j).

It is now time to understand the manner in which one can compute jf (x 0), where x 0 is an isolated
critical point. Let f and g be two vector fields such that f (x 0) = g(x 0) = 0. Further assume that g(x ) is
a continuous deformation of f (x ). For a given ε > 0 sufficiently small one has that there is a δ > 0 such
that for γ := ∂B(x 0, δ) one has |f (x )− g(x )| < ε. Since f (x ) 6= 0 on γ, by making ε sufficiently small one
can guarantee that f and g roughly point in the same direction all along γ. By definition this necessarily
implies that

jf (x 0) = jg (x 0). (5.3)

In other words, the index is unchanged relative to small perturbations of the vector field. This observation
leads to the following result (see [15, Theorem 3.12.5]):

Lemma 5.19. Consider

ẋ = Ax + r(x ),

where |r(x )| = O(|x |2). One has that

jAx (0 ) = jAx+r(x)(0 ).

As a consequence of Lemma 5.19, in order to compute the index of a critical point it is sufficient to
compute the index of the associated linearized problem. Using the definition in equation (5.2) yields that in
general,

jAx (0 ) =
det(A)

2π

∮
γ

x1 dx2 − x2 dx1

(a11x1 + a12x2)2 + (a21x1 + a22x2)2
. (5.4)
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Henceforth assume that det(A) 6= 0. Now, it can be shown that the index is invariant under a nonsingular
linear transformation; hence, when computing jAx (0 ) it is sufficient to consider those A which have the
Jordan forms

Ar :=
(
a 0
0 b

)
, Ad :=

(
a 1
0 a

)
, Ac :=

(
a −b
b a

)
.

Assuming that a 6= 0 for Ad, one has that there is a continuous deformation such that either

Ad 7→
(
a+ ε1 0

0 a+ ε2

)
, sign(a+ ε1) = sign(a+ ε2) = sign(a),

or

Ad 7→
(
a+ ε −b
b a+ ε

)
, sign(a+ ε) = sign(a), b ∈ R+.

As a consequence of the discussion leading to equation (5.3) one then has that jAdx (0 ) = jArx (0 ) in the
case that sign(b) = sign(a), or jAdx (0 ) = jAcx (0 ). Hence, it is enough to compute the indices only in the
cases of Ar and Ac.

First consider Ar. Upon evaluating equation (5.4) over the ellipse

γ := {(x1, x2) =
(

1
a

cos t,
1
b

sin t
)

: 0 ≤ t ≤ 2π},

and noting that the curve is positively oriented if ab > 0 and negatively oriented if ab < 0, one sees that

jArx (0 ) =

{
−1, ab < 0
+1, ab > 0.

Now consider Ac. Evaluating equation (5.4) over the positively oriented unit circle quickly yields that
jAcx (0 ) = +1. The following result has now been proven:

Lemma 5.20. Consider A ∈ R2×2 under the condition that det(A) 6= 0. One has that jAx (0 ) = −1 if 0 is
a saddle point; otherwise, jAx (0 ) = +1.

As a consequence of Lemma 5.19 one has the following result concerning critical points of nonlinear
systems.

Corollary 5.21. Consider

ẋ = f (x ),

where f (x 0) = 0 . Assume that det(Df (x 0)) 6= 0. One has that

jf (x 0) =

{
−1, x 0 is a saddle point

+1, otherwise.

Now suppose that γ is a Jordan curve which is invariant under the flow. It may be possible that γ
contains critical points; henceforth, it will be assumed that there exist at most finitely many. The definition
of jf (γ) given in equation (5.2) requires that no critical points be on γ; however, this technical difficulty can
be overcome [15, Remark 3.12.1]. The proof of the following result is that for [15, Theorem 3.12.3].

Theorem 5.22. If γ be is a Jordan curve which is invariant under the flow, then jf (γ) = +1.

By applying Corollary 5.21 to Theorem 5.22 one gets the following result.

Corollary 5.23. If γ is an invariant Jordan curve which encloses only one critical point, then that point
cannot be a saddle point.

Proof: Suppose otherwise. By Theorem 5.22 one has that jf (γ) = +1, whereas by Corollary 5.21 one has
that the index of a saddle point is −1. This is a contradiction, as the index is invariant under continuous
deformation of γ.
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Example. Consider
ẋ1 = x1 + x2, ẋ2 = x1 − 2x2 + x3

1 + x3
2.

The only critical point is (0, 0). This critical point is a saddle point, as the eigenvalues associated with
the linearization are λ = (−1 ±

√
13)/2. Hence, there exists no periodic solution to the system. Note that

Bendixson’s criterion does not yield any information, as ∇ · f(x) = −1 + 3x2
2.

The proof of the following final result is left for the student.
Lemma 5.24. Consider

ẋ = f (x ).

Assume that for each critical point x 0 one has that det(Df (x 0)) 6= 0. Let γ be a Jordan curve which is
invariant under the flow. Then:

(a) int(γ) must contain an odd number of critical points

(b) of the 2n+ 1 critical points contained in int(γ), n are saddle points.

5.4. Periodic vector fields

Now consider the following variant of equation (5.1):

ẋ = f (t,x ), f (t+ T,x ) = f (t,x ), (5.5)

where f : R× Rn 7→ Rn is smooth. As an autonomous first-order system this can be rewritten as

ẋ = f (t,x ), ṫ = 1,

i.e., for y := (x , t)T,
ẏ = g(y), g(y) := (f (y), 1)T. (5.6)

Recall the discussion on Poincaré maps for equation (5.6) leading to Definition 5.7. A Poincaré map for
periodic vector fields of equation (5.5) can be defined in the following manner. For ` ∈ Z set

Σ` := {(t,x ) ∈ R× Rn : t = `T},

and identify Σ := Σ0 with Σ1, so that Σ is a Poincaré section on the cylinder. The Poincaré map for
equation (5.6) will be defined by P (y) := φT (y). Equivalently, if x (t;x 0) is the solution to equation (5.5)
with the initial data x (0) = x 0, then one has P (x 0) = x (T ;x 0). A definitive relationship between the
solution and the iterates of the Poincaré map is given in the following result:
Lemma 5.25. Set P k := P ◦ P k−1 for k = 1, 2, . . . . Then P k(x 0) = x (kT ;x 0) for k ∈ Z.

Proof: Since f (t + T,x ) = f (t,x ), by a standard induction argument one has that f (t + kT,x ) = f (t,x )
for each k ∈ Z. Set z (t) := x (t+ kT ;x 0). Then

ż = f (t, z ), z (0) = x (kT ;x 0),

so by uniqueness one must have that z (t) = x (t;x (kT ;x 0)). In other words, x (t+kT ;x 0) = x (t;x (kT ;x 0)).
Now, P (x 0) = x (T ;x 0), and

P 2(x 0) = P ◦ P (x 0) = x (T ;x (T ;x 0)) = x (2T ;x 0).

The rest of the proof follows from an induction argument.

Corollary 5.26. The solution x (t;x 0) to equation (5.4) is kT -periodic if and only if P k(x 0) = x 0.

Proof: Suppose that P k(x 0) = x 0. By Lemma 5.25 this implies that x (kT ;x 0) = x 0, so that x (t+kT ;x 0) =
x (t;x (kT ;x 0)) = x (t;x 0). Thus, the solution is kT -periodic. The other direction follows by the definition
of the Poincaré map and Lemma 5.25.
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As a consequence of Corollary 5.26, one can discuss periodic orbits for the Poincaré map.
Definition 5.27. The point p is a periodic point of period N if PN (p) = p, but P k(p) 6= p for k =
1, . . . , N − 1. The periodic orbit for the map is given by {p, P (p), . . . , PN−1(p)}.
Example. For a simple example, consider the damped and periodically forced harmonic oscillator modeled
by

ẍ+ 2µẋ+ x = h cosωt,

where µ ∈ [0, 1) and h, ω ∈ R+ (also see [17, Example 5.4]). If µ = 0, it will be assumed that ω 6= 1 (i.e.,
there will be no resonant forcing). The solution to the initial value problem is given by

x(t) = c1e−µt cos(
√

1− µ2 t) + c2e−µt sin(
√

1− µ2 t) +A cosωt+B sinωt,

where

A :=
1− ω2

4µ2ω2 + (1− ω2)2
h, B :=

2µω
4µ2ω2 + (1− ω2)2

h,

and

c1 := x(0)−A, c2 :=
ẋ(0) + µx(0)−Aµ−Bω√

1− µ2
.

For x := (x, ẋ)T and T := 2π/ω the Poincaré map is given by P (x (0)) = x (T ), i.e.,

P (x (0)) =
(

c1e−µT cos γ + c2e−µT sin γ +A

(−c1µ+ c2
√

1− µ2)e−µT cos γ + (c1
√

1− µ2 + c2µ)e−µT sin γ +Bω

)
,

where
γ :=

√
1− µ2 T.

First suppose that µ > 0. The unique fixed point is then given by x ∗ := (A,Bω)T. Furthermore, it is
not difficult to show that

lim
n→+∞

Pn(x (0)) = x ∗;

hence, the periodic solution is asymptotically stable. Now suppose that µ = 0. One then has that

A =
h

1− ω2
, B = 0, c1 = x(0)−A, c2 = ẋ(0),

so that the Poincaré map satisfies

P (x (0)) =
(

cosT sinT
− sinT −cosT

)
x (0) +A

(
1− cosT

sinT

)
.

If ω /∈ Q, then the unique stable fixed point is given by x ∗ := (A, 0)T. Furthermore, as long as ω /∈ Q, then
P ` has a unique fixed point x ∗ for each ` ∈ N. If ω ∈ Q\{1}, then there is still a unique stable fixed point
for P ; however, P ` = 1 for some ` ∈ N\{1}, so that in this case all solutions are 2`π-periodic.

Consider the general problem of finding fixed points for P . If there is a closed ball B ⊂ Σ such that
P (∂B) ⊂ B, then as an application of Theorem 5.15 one gets the existence of a fixed point of P , i.e., a
point x ∗ ∈ B such that P (x ∗) = x ∗. By Corollary 5.26 this in turn implies the existence of a periodic orbit
x (t;x ∗). In general, not much more can be said about the Poincaré map. However, this is not true in the
case of scalar vector fields. In particular, one can use the uniqueness of solutions to determine the behavior
of the sequence {Pn(x0)}∞n=0.
Proposition 5.28. Suppose in equation (5.5) that f : R × R 7→ R. Then {Pn(x0)}∞n=0 is a monotone
sequence.

Proof: Without loss of generality suppose that P (x0) > x0. Define the sequence of solutions zk : [0, T ] 7→ R
by zk(t) := x(t;P k(x0)). Note that zk(T ) = P k+1(x0). By the uniqueness of solutions, z1(t) > z0(t) for all
t ∈ [0, T ]; hence, P 2(x0) > P (x0). An induction argument yields that Pn+1(x0) > Pn(x0) for all n ∈ N.
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Remark 5.29. If P (x0) < x0, then the sequence is monotone decreasing.
An application of Proposition 5.28 yields a Poincaré-Bendixson-type theorem for scalar periodic vector

fields.
Theorem 5.30. Consider equation (5.5) in the case that f : R×R 7→ R. If the solution x(t;x0) is uniformly
bounded, then there exists a T -periodic solution.

Proof: By Proposition 5.28 the sequence {Pn(x0)} is monotone. By supposition, this sequence is bounded;
hence, there exists a y ∈ R such that Pn(x0) → y as n→ +∞. Now, by continuity one has that

x(T ; y) = lim
n→∞

x(T ;Pn(x0)) = lim
n→∞

x(0;Pn+1(x0)) = x(0; lim
n→∞

Pn+1(x0)) = x(0; y);

hence, x(t+ T ; y) = x(t; y) for all t ≥ 0.

Given the existence of fixed points for the Poincaré map, one defines stability as below.
Definition 5.31. p is a stable fixed point of P if for each ε > 0 there is a δ > 0 such that if |x − p| < δ,
then |Pn(x)− p| < ε for all n ∈ N. Otherwise, the fixed point is unstable. The fixed point is asymptotically
stable if it is stable and Pn(x) → p as n→ +∞.
Example. Demonstrate the graphical iteration of scalar maps.
Theorem 5.32. Let P : R 7→ R be a C1 map. A fixed point p is asymptotically stable if |P ′(p)| < 1, and
unstable if |P ′(p) > 1.

Proof: Upon setting u := x−p and g(u) := P (u+p)−P (p), the map xn+1 = P (xn) becomes un+1 = g(un).
Noting that g(0) = 0, one then has that without loss of generality, the fixed point is p = 0.

Since P (0) = 0, by the Fundamental Theorem of Calculus one has that P (x) =
∫ x
0
P ′(s) ds. Given ε > 0,

set
mε := min

|x|≤ε
|P ′(x)|, Mε := max

|x|≤ε
|P ′(x)|;

thus, for |x| ≤ ε one has mε|x| ≤ |P (x)| ≤Mε|x|. Upon repeated applications of the chain rule one can then
show that

mn
ε |x| ≤ |Pn(x)| ≤Mn

ε |x|.

Suppose that |P ′(0)| < 1, so that for ε > 0 sufficiently small one has that Mε < 1. Then for δ = ε/Mε

and |x| < δ one has that |Pn(x)| < ε, so that the fixed point is stable. Furthermore, since

lim
n→+∞

|Pn(x)| ≤ lim
n→+∞

Mn
ε |x| = 0,

the fixed point is asymptotically stable.
Now suppose that |P ′(0)| > 1. For ε > 0 sufficiently small one then has that mε > 1, so that |Pn(x)| ≥

mn
ε |x| as long as |x| ≤ ε. Given an ε0 < ε and x0 with |x0| < ε0, there is an N such that |PN (x0)| ≥

mN
ε |x0| > ε0. Since x0 is arbitrary, the fixed point is unstable.

It is now necessary to understand how one can compute the derivative of the Poincaré map at a fixed
point. Let γ(t) be a T -periodic solution such that γ(0) = p. Let the solution to equation (5.5) be denoted
x(t;x0). Since P (x0) = x(T ;x0), we have that

P ′(x0) =
d

dx0
x(T ;x0).

Upon using the chain rule and smoothness one gets that

d
dt

(
d

dx0
x

)
= fx(t, x)

d
dx0

x.

The equation is linear, and since
d

dx0
x(0;x0) = 1,
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it has the solution
d

dx0
x(t;x0) = exp

(∫ t

0

fx(s, x(s;x0)) ds
)
.

Evaluating at t = T and x0 = p yields the following result.
Lemma 5.33. Consider equation (5.5) in the case that f : R× R 7→ R . Let γ(t) be a T -periodic solution
such that γ(0) = p. Then

P ′(p) = ea0 , a0 :=
∫ T

0

fx(t, γ(t)) dt.

Note that P ′(p) > 0 for any fixed point p. As an application of Theorem 5.32 one has the following
result.
Corollary 5.34. If a0 < 0, then the fixed point is asymptotically stable, whereas if a0 > 0, then the fixed
point is unstable.

Example. Consider equation (5.5) in the case that f(t, x) = −x3 + a(t), where a(t+ T ) = a(t). It will be
shown that for this vector field that there is a unique asymptotically stable T -periodic solution.

First suppose that P (p) = p for some p, and let γ(t) be the corresponding T -periodic solution. Since
a0 =

∫ T
0
−3γ2(t) dt < 0, by Corollary 5.34 the fixed point is asymptotically stable. In order to show that

the fixed point is unique, set g(x) := x − P (x). Note that at a fixed point q, i.e., g(q) = 0, one has that
g′(q) = 1− P ′(q) > 0. Let x1 < x2 be two fixed points such that g(x) 6= 0 for x1 < x < x2. Since g′(xi) > 0
for i = 1, 2, by continuity there must exist a point x3 ∈ (x1, x2) such that g(x3) = 0 with g′(x3) ≤ 0. This
is a contradiction; hence, there can exist at most one fixed point.

It is now time to show that the assumed fixed point, which is unique, actually exists. Since a(t) is
continuous and periodic, there exists an M > 0 such that |a(t)| ≤M for all t ∈ [0, T ]. Set

U+ := {(t, x) : −x3 −M > 0}, U− := {(t, x) : −x3 +M < 0}.

If x ∈ U+, then ẋ > 0, while if x ∈ U−, then ẋ < 0. Thus, if x ∈ U+ one has that P (x) > x, while if x ∈ U−
one has P (x) < x. Since the Poincaré map is continuous, there is a point p such that P (p) = p.
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6. Applications of center manifold theory

Again consider the autonomous system
ẋ = f (x , µ), (6.1)

where f Rn×Rk 7→ Rn is smooth and satisfies f (0 , 0) = 0 . Recall the statements of the manifold theorems
given in Section 3. While it is not explicitly stated therein, it can be shown that these manifolds vary
smoothly with respect to parameters. Now suppose that dim(Ec) = `, where 1 ≤ ` ≤ n. As an application
of the Center Manifold Theorem 3.6 there exists an invariant (` + k)-dimensional invariant manifold, so
that the governing equations are of dimension ` + k. This reduced set of equations will determine all of
the interesting solutions near x = 0 , as it is known that any solutions on W s (W u) will have exponential
behavior as t→ +∞ (t→ −∞).

The manifold theorems are also important in that they implicitly tell us how to compute the flow on W c.
Consider equation (6.1) written in the form

ẏ = A(µ)y + g1(y , z , µ), ż = B(µ)z + g2(y , z , µ), (6.2)

where y ∈ Es ⊕ Eu, z ∈ Ec, and |g j(y , z , µ)| = O(2), where O(m) implies the inclusion of all terms of the
form |y |i|z |j |µ|k with i+ j+ k ≥ m. As a consequence of the Center Manifold Theorem 3.6 it is known that
W c is given by the graph y = hc(z , µ), where R(Dhc(0 , 0)) = Ec. The local flow on W c is then given by

ż = B(µ)z + g2(h
c(z , µ), z , µ). (6.3)

Since hc(z , µ) is smooth, by using the invariance property of the manifold it can be computed via a Taylor
expansion.

6.1. Reduction to scalar systems

As a first example, consider the case that µ ∈ R and that

Df (0 , 0) =
(
−1 0

0 0

)
. (6.4)

In this case there is a one-dimensional stable manifold, and a one-dimensional center manifold; furthermore,
the stable manifold is tangent to span{e1}, and the center manifold is tangent to span{e2}. It can be shown
via the theory of normal forms (e.g., see [18, Chapter 19]) that equation (6.2) can be written as

ẋ = −(1 + a1µ)x+ b1xy +O(3)

ẏ = a2µ+ a3µy + b2y
2 +O(3),

(6.5)

where the constants aj , bj ∈ R. Henceforth ignore the O(3) terms, as an application of the Implicit Function
Theorem makes them irrelevant. For the truncated equation (6.5) the line x = 0 is invariant; hence, it is the
center manifold. The flow on the center manifold is then governed by

ẏ = a2µ+ a3µy + b2y
2. (6.6)

Assuming that b2 6= 0, rescale equation (6.6) via s := |b2|t, so that equation (6.6) becomes

y′ = α2µ+ α3µy + δy2, ′ :=
d
ds
, (6.7)

where δ ∈ {−1,+1} and αj = aj/|b2|. The analysis of equation (6.7) is straightforward. If α2 6= 0, the
critical points are given by

y = ±
√
−δα2µ+O(|µ|).
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This is an example of a saddle-node bifurcation [18, Chapter 20.1c]. Note that the expression makes sense
if and only if δα2µ ∈ R−. The flow on the center manifold is depicted in Figure 8, and the full flow near the
origin is depicted in Figure 9. If α2 = 0, the critical points are given by

y = 0, y = −δα3µ.

This is an example of a transcritical bifurcation [18, Chapter 20.1d]. The student is invited to draw the
bifurcation diagrams similar to those in Figure 8 and Figure 9 for the saddle-node bifurcation.

y y

µ µ

α2>0 α2<0

Figure 8: The bifurcation diagrams for equation (6.7) in the case that α2 6= 0 and δ = +1.

y y

x x

µ<0 µ>0

Figure 9: The flow near the origin for equation (6.7) in the case that δ = +1 and α2 > 0.

Before considering the next example, the following result is needed.

Proposition 6.1. Suppose that g : Rn 7→ Rn is C2 in a neighborhood of x = 0 , and suppose that
g(0, x2, . . . , xn) = 0 for all (0, x2, . . . , xn) in a neighborhood of the origin. There exists a neighborhood M
of the origin and a g1 ∈ C1(M) such that g(x ) = x1g1(x ).

Proof: By Taylor’s theorem one has that

g(x ) = g(0, x2, . . . , xn) +
∫ 1

0

∂

∂t
g(tx1, x2, . . . , xn) dt.
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Choose M so that the line between x and (0, x2, . . . , xn)T lies in M . This yields that

∂

∂t
g(tx1, x2, . . . , xn) = x1Dg(tx1, x2, . . . , xn)e1,

which in turn implies that

g1(x ) =
∫ 1

0

Dg(tx1, x2, . . . , xn)e1 dt ∈ C1(M).

For the next example, consider the system

ẋ = −x+ x2 − y2

ẏ = εy + xy − y3.
(6.8)

Note that the critical parameter b2 present in the normal form of equation (6.5) has been set to zero in
equation (6.8). At the critical point (x, y, ε) = (0, 0, 0) one has that

σs(Df (0 )) = {−1}, Es = span{e1}; σc(Df (0 )) = {0}, Ec = span{e2}.

Upon applying the Center Manifold Theorem 3.6 one knows that the center manifold is locally given by

x = h(y, ε); h(0, 0) = hy(0, 0) = hε(0, 0) = 0, (6.9)

and the flow on W c is given by
ẏ = εy + yh(y, ε)− y3. (6.10)

The function h(y, ε) must now be determined. It is clear that (0, 0, ε) is a critical point for any ε ∈ R;
hence, h(0, ε) ≡ 0, so by Proposition 6.1 one can write h(y, ε) = yh1(y, ε). As a consequence of the smoothness
of the vector field the function h1 has a Taylor expansion, which by equation (6.9) is given by

h1(y, ε) = ay + bε+O(2).

Since W c is invariant one has that
ẋ =

∂h

∂y
ẏ +

∂h

∂ε
ε̇,

which yields that
−h(y, ε) + h(y, ε)2 − y2 = (2ay + bε+O(2))(εy + yh(y, ε)− y3.

Simplifying the above expression gives

−(a+ 1)y2 − bεy +O(3) = O(3),

which necessarily implies that
a = −1, b = 0.

In conclusion,
h(y, ε) = y(−y +O(2)). (6.11)

Substituting the result of equation (6.11) into equation (6.10) yields that the flow on W c is given by

ẏ = y(ε− 2y2 +O(3)) (6.12)

Set
m(y, ε) := ε− 2y2 +O(3).

Since m(0, 0) = 0 and mε(0, 0) = 1, by the Implicit Function Theorem there exists an ε = ε(y) and y0 > 0
such that mε(y, ε(y)) ≡ 0 for all |y| < y0. By inspection one has that ε(y) = 2y2 +O(3). The above example
yields what is known as a pitchfork bifurcation [18, Chapter 20.1e]. The student is invited to draw the
bifurcation diagrams for this problem similar to those in Figure 8 and Figure 9.
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6.1.1. Example: singular perturbations

Consider the system

ẋ = −x+ µy + xy

εẏ = x− y − xy,
(6.13)

where µ ∈ (0, 1) and 0 < ε � 1. The system arises as a model of the kinetics of enzyme reactions (see [3,
Example 1.4.3] and the references therein). Setting s := εt and z := x− y transforms equation (6.13) to the
system

x′ = εf(x, z)

z′ = −z + x2 − xz + εf(x, z),
(6.14)

where ′ := d/ds and
f(x, z) := −x+ (x+ µ)(x− z).

Upon applying the Center Manifold Theorem 3.6 one knows that the center manifold for equation (6.14)
is locally given by

z = h(x, ε); h(0, 0) = hx(0, 0) = hε(0, 0) = 0,

and the flow on W c is given by
x′ = εf(x, h(x, ε). (6.15)

The function h(x, ε) must now be determined. As a consequence of the smoothness of the vector field the
function h has a Taylor expansion which is given by

h(x, ε) = aε2 + bεx+ cx2 +O(3).

Since W c is invariant one has that

z′ =
∂h

∂x
x′ +

∂h

∂ε
ε′ = O(3),

which eventually yields that

O(3) = −aε2 + (µ− 1− b)εx+ (1− c)x2 +O(3) = O(3).

This necessarily implies that
a = 0, b = −(1− µ), c = 1,

so that one can conclude that
h(x, ε) = x2 − (1− µ)εx+O(3). (6.16)

Substituting the result of equation (6.16) into equation (6.15) yields that the flow on W c is given by

x′ = ε
[
−(1− µ)εx+ x2 +O(3)

]
; (6.17)

hence, there is a transcritical bifurcation. The argument for the irrelevance of the O(4) terms is the same as
for the previous example. The student is invited to draw the bifurcation diagrams for this problem similar
to those in Figure 8 and Figure 9.

6.1.2. Example: hyperbolic conservation laws

A viscous conservation law is given by

u t + f (u)x = uxx, (6.18)
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where f : Rn 7→ Rn is C∞. A thorough discussion of conservation laws and their importance in applications
can be found in [16, Part III]. The goal here is to find travelling waves, which are solutions u(z), z := x−st,
of equation (6.18) which satisfy the asymptotics

u(z) →

{
uL, z → −∞
uR, z → +∞.

(6.19)

In the travelling frame equation (6.18) is written as

u t − suz + f (u)z = uzz, (6.20)

and the travelling wave will now be a steady-state solution, i.e., a solution to

− suz + f (u)z = uzz. (6.21)

It will be realized as a heteroclinic orbit. The following assumption will be required.
Assumption 6.2. The function f satisfies:

(a) for all u ∈ Rn, Df (u) has distinct real eigenvalues

λ1(u) < λ2(u) < · · · < λn(u)

(i.e., the system is strictly hyperbolic)

(b) 〈∇λj(u), r j(u)〉 < 0 for all u ∈ Rn, where r j(u) is the eigenvector associated with the eigenvalue
λj(u) (i.e., the system is genuinely nonlinear).

Remark 6.3. If n = 1, Assumption 6.2(b) is equivalent to specifying that f(u) is convex. Furthermore,
it guarantees that for each s < f ′(uL) there is a unique uR(s) > uL such that there is a solution to
equation (6.21) which satisfies equation (6.19).
Lemma 6.4. For each uL ∈ Rn and each 1 ≤ k ≤ n there exists a curve of states ukR(ρ) for 0 < ρ < ρ0 such
that a travelling wave exists with speed s = sk(ρ). Furthermore,

(a) ukR(ρ) and sk(ρ) are Cr for any r ∈ N, and

lim
ρ→0+

ukR(ρ) = uL, lim
ρ→0+

sk(ρ) = λk(uL)

(b) λk(ukR(ρ)) < sk(ρ) < λk(uL)

(c) λk−1(uL) < sk(ρ) < λk+1(ukR(ρ)).

Remark 6.5. Conditions (b) and (c) are known as the Lax entropy inequalities.

Proof: Set ˙ := d/dz. Integrating equation (6.21) from −∞ to z and using the fact that u(z) → uL as
z → −∞ yields

u̇ = f (u)− f (uL)− s(u − uL).

Linearizing at the critical point uL yields A := Df (uL)− s1. Upon noting that

σ(A) = {λ− s : λ ∈ σ(Df (uL))},

it is seen that a bifurcation can occur only if s = λk(uL) for some k = 1, . . . , n. Note that by Assump-
tion 6.2(a) the equation describing the bifurcation will necessarily be a scalar ODE. A branch of solutions
will be obtained for each k.

Setting s0 := λk(uL) and linearizing at the point u = uL yields

Ec = span{rk(uL)}.
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The equations on W c must now be computed. The graph of W c is given by

u = uL + ηrk(uL) +W (η, s), (6.22)

where W (η, s) is the complementary direction, i.e.,

W (η, s) =
∑
j 6=k

aj(η, s)r j(uL).

As a consequence of the center manifold theorem one has that

aj(0, s0) = Dsaj(0, s0) = 0, Dηaj(0, s0) = 0.

Let l j(u) be the eigenvectors of Df (u)T which satisfy

〈l i(u), r j(u)〉 = δij .

Upon taking a Taylor expansion for f (u) at u = uL and applying the operator 〈lk(uL), ·〉 one sees that

〈lk(uL), ˙(u − uL)〉 = 〈lk(uL),Df (uL)(u − uL)〉 − 〈lk(uL), s(u − uL)〉

+ 〈lk(uL),
1
2
D2f (uL)(u − uL)2〉+ · · · .

As a consequence of equation (6.22) and the fact that 〈`k(uL),W (η, s)〉 = 0, and since

(Df (uL)− s1)(u − uL) = η(s0 − s)rk(uL) +
∑
j 6=k

aj(η, s)(λj(uL)− s)r j(uL),

one sees that the flow on W c is given by

η̇ = (s0 − s)η + 〈lk(uL),
1
2
D2f (uL)rk(uL)2〉η2 +O(|s|i|η|j), (i+ j ≥ 3). (6.23)

The claim is that
lTk (uL)D2f (uL)rk(uL) = ∇λk(uL).

To prove this, first note that
lk(u)TDf (u)rk(u) = λk(u), u ∈ Rn.

Upon differentiating with respect to u , evaluating at u = uL, and noting that

DlTk (uL)Df (uL)rk(uL) + lTk (uL)Df (uL)Drk(uL) = λk(uL)(DlTk (uL)rk(uL) + lTk (uL)Drk(uL))
= λk(uL)Du〈lk(u), rk(u)〉|u=uL

= 0,

yields the desired result. Equation (6.23) can now be written as

η̇ = (s0 − s)η +
1
2
〈∇λk(uL), rk(uL)〉η2 +O(|s|i|η|j), (i+ j ≥ 3).

Since the system is genuinely nonlinear, it is not necessary to calculate the terms ofO(|s|i|η|j) for i+j ≥ 3.
Thus, the bifurcation is of transcritical type. As an application of the Implicit Function Theorem the critical
points on W c are given by η = 0 (u = uL) and

s = s0 +
1
2
〈∇λk(uL), rk(uL)〉η +O(η2).

Let ρ0 > 0 be sufficiently small, and assume that |s − s0| < ρ0. Upon parameterizing the above curve, one
has that for each |ρ| < ρ0 there exists an ηR = ηR(ρ) and s = s(ρ) such that on W c, η = 0 is connected to
ηR at s = s(ρ).
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Now, in order that the solution approach η = 0 as z → −∞, one must necessarily have that s < s0. By
construction, one has that

uR = uL + ηRrk(uL) +W (ηR, s).

Upon performing a Taylor expansion for λk(u) at u = uL and using the above expansion for uR one sees
that

λk(uR) = λk(uL) + 〈∇λk(uL), rk(uL)〉ηR +O(η2
R).

As a consequence, one has that

s− λk(uR) = −1
2
〈∇λk(uL), rk(uL)〉ηR +O(η2

R),

which, since the system is genuinely nonlinear, implies that s > λk(uR).
The proof that the second Lax entropy condition follows from the strict hyperbolicity of the system will

be left to the interested student.

6.2. Reduction to planar systems

Now consider equation (6.1) in the case that dim(Ec) = 2. There are then three possible cases to consider:

(a) σc(A(0)) = {0}, and the eigenvalue is semi-simple with multiplicity two

(b) σc(A(0)) = {0}, and the eigenvalue has geometric multiplicity one and algebraic multiplicity two

(c) σc(A(0)) = {±iβ}, and each eigenvalue is simple.

In each of the cases enumerated above the flow on the center manifold will be described by a planar vector
field.

6.2.1. The Hopf bifurcation

Consider equation (6.1) under the condition that (x 0, 0) is a critical point with {0} 6⊂ σ(Dxf (x 0, 0)). As
a consequence of the Implicit Function Theorem, for |µ| < µ∗ there exists a unique curve of critical points
(x (µ), µ) with x (0) = x 0. Suppose that Dxf (x (µ), µ) has the simple eigenvalues α(µ)± iβ(µ) which satisfy

α(0) = 0, α′(0) 6= 0, β(0) > 0. (6.24)

Further suppose that σc(Dxf(x0, 0)) = {±iβ(0)}. As discussed in [18, Chapter 20.2], the normal form for
the equations on W c can then be written as

ẋ = α(µ)x− β(µ)y + (a(µ)x− b(µ)y)(x2 + y2) +O(|x|5, |y|5)
ẏ = β(µ)x+ α(µ)y + (b(µ)x+ a(µ)y)(x2 + y2) +O(|x|5, |y|5).

(6.25)

In polar coordinates equation (6.25) can be written as

ṙ = α(µ)r + a(µ)r3 +O(r5)

θ̇ = β(µ) + b(µ)r2 +O(r4).
(6.26)

Note that a T -periodic solution to equation (6.25) is equivalent to having a solution (r(t), θ(t)) to equa-
tion (6.26) which satisfies

r(0) = r(T ), θ(0) = 0, θ(T ) = 2π.

Upon taking a Taylor expansion and neglecting the higher-order terms in equation (6.26), one finally gets
the normal form equations to be studied:

ṙ = α′(0)µr + a(0)r3

θ̇ = β(0) + β′(0)µ+ b(0)r2.
(6.27)

A careful study of equation (6.27) (e.g., see the proof in [18, Theorem 20.2.3]) leads to the following result.
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Theorem 6.6 (Hopf Bifurcation Theorem). Consider the system equation (6.1) under the constraints lead-
ing to equation (6.24). If a(0) 6= 0 and if |µ| is sufficiently small, then there exists a unique periodic solution
of O(|µ|1/2).
Remark 6.7. The interested student should consult [18, equation (20.2.14)] for an explicit expression for
a(0). If a(0)α′(0) < 0, then the bifurcation to the periodic orbit is supercritical, whereas if a(0)α′(0) > 0,
then the bifurcation is subcritical.

6.2.2. The Takens-Bogdanov bifurcation

Now consider equation (6.1) under that assumption that f (0 , µ) ≡ 0 . Furthermore, assume that
{0} ⊂ A(0) has geometric multiplicity one and geometric multiplicity two. As discussed in [18, Chap-
ter 20.6,Chapter 33.1], the normal form associated with flow on W c is given by

ẋ = y

ẏ = µ1 + µ2y + x2 + bxy, b ∈ {−1,+1}.
(6.28)

Many interesting bifurcations occur in equation (6.28); however, we will focus only on two.
Assume that µ1 < 0. When considering the critical point (−

√
−µ1, 0) the eigenvalues of the linearization

are given by

λ± =
1
2

(
µ2 −

√
−µ1 ±

√
(µ2 −

√
−µ1)2 − 8

√
−µ1

)
. (6.29)

If one writes µ2 =
√
−µ1 + µ̂ε for 0 ≤ ε� 1, i.e.,

µ1 = −µ2
2 + 2µ2µ̂ε+O(ε2), (6.30)

then one can rewrite equation (6.29) as

λ± =
1
2
µ̂ε± i

√
2 (−µ1)1/4 +O(ε2).

Thus, upon applying Theorem 6.6 one has that a Hopf bifurcation occurs at ε = 0. It can be computed that
a(0) = b/16 (see [18, Chapter 20.6]). Since we are requiring that ε > 0, for the bifurcation to occur we must
have that µ̂b < 0; hence, it is supercritical. If one assumes that b = −1, then the bifurcating solution is
stable, whereas if b = +1 the bifurcating solution is unstable.

Now let us rescale equation (6.28) in the following manner. For ε > 0 introduce the scalings

x := ε2u, y := ε3v, µ1 := −ε4, µ2 := ε2ν2, t := εs,

so that equation (6.28) becomes (′ := d/ds)

u′ = v

v′ = −1 + u2 + ε(ν2v + buv).
(6.31)

When ε = 0 equation (6.31) is a completely integrable Hamiltonian system with Hamiltonian

H(u, v) :=
1
2
v2 + u− 1

3
u3.

The system has the homoclinic orbit (u0(t), v0(t)), where

u0(t) = 1− 3 sech2(t/
√

2).

Via the use of Melnikov theory it can be shown that the homoclinic orbit persists for

ν2 =
5
7
b+O(ε),

i.e.,

µ1 = −49
25
µ2

2 +O(µ5/2
2 )

(compare to equation (6.30)).
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